**ANN Concepts and Various Optimization Techniques**

**5.1 Introduction**

A common problem in engineering, economics, or computer science is to estimate a sequence of unknown random variables from a sequence of observations that are statistically related to the hidden variables of interest. In civil engineering, prediction of strength characteristics of a concrete structure from the experimental data, durability of heavy civil structures like bridges, multi storied buildings, damage identification in structures, structure health monitoring, tide forecasting, earthquake induced liquefaction are the ones where Artificial Neural Networks (ANN) can be applied. The application of ANN models to predict the highly desirable strength characteristics of different configurations of concrete structures like SIFCON has great potential in arriving at solution to inverse problems that are nonlinear in nature and proves advantageous over the conventional methods. The mathematical model of neural network is composed of a large number of processing elements organized into networks. The origin of ANNs is in the field biology. The biological brain consists of billions of highly interconnected neurons forming a Neural Networks (NN). Human information processing depends on this connectionist system of nervous cells. The difference between information processing in brain and computer is based on their ability of pattern recognition and learning. The computer can perform calculation involving large numbers at high speeds, but it cannot recognize something such as a classification problem, written text, data compression and a learning algorithm. On the contrary, a human easily recognizes and deals with the challenges mentioned above by processing information with highly distributed transformations through thousands of interconnected neurons in the brain. The accuracy of ANN model depends on transfer function, size of training sample, network topology, and adjusting the weights using optimisation techniques such as Steepest Descent (SD), Levenberg-Marquardt (LM), Conjugate Gradient (CG) and Genetic Algorithms (GA). This chapter provides an overview of neural network architecture, and explains how a typical neural network is constructed using various learning (or optimization/weights adjustment) techniques.

The structure of the chapter is as follows. Section 5.2 begins with a brief introduction to the evolution of neural networks. Section 5.3 reviews some of the applications of ANN in the field of structural analysis and design followed by the ANN concepts in section 5.4. Section 5.5 explains the various optimization techniques used to optimal weight updation in the ANN model development. Finally the conclusions have been summarized in section 5.6

**5.2 History of ANNs**

During the late 19th and early 20th centuries, the background work in the field of neural networks started and the scientists named Hermann von Helmholtz, Ernst Mach and Ivan Pavlov conducted an interdisciplinary work in physics, psychology and neurophysiology. This early work emphasized on general theories of learning, vision, conditioning, etc., and did not include specific mathematical models of neuron operation.

With the work of Warren McCulloch and Walter Pitts, the modern view of neural networks began in the year 1940, wherein it was shown that networks of artificial neurons can be used to compute any arithmetic or logical function by creating threshold switches based on neurons. Their work is often acknowledged as the origin of the neural network field (McCulloch W.S and Pitts W, 1943).

The work of McCulloch and Pitts was followed by Donald Hebb, where he proposed that classical conditioning (as discovered by Pavlov) is present because of the properties of individual neurons. He proposed a classical Hebbian rule which is a simple and basic mechanism for learning in biological neurons (Donald O. Hebb, 19).

Later in late 1950s, Frank Rosenblatt and his colleagues formulated the perceptron network and associated learning rule. They built a perceptron network and demonstrated its ability to perform pattern recognition (Rosenblatt F, 1958). This early success generated a great deal of interest in neural network research and their work is considered as the first practical application of artificial neural networks. But, it was later shown that the basic perceptron network could solve only a limited class of problems. Also around the same time, Bernard Widrow and E. Hoff introduced the ADALINE (ADAptive LInear NEuron), a new fast and precise learning algorithm and used it to train adaptive linear neural networks, which were similar in structure and capability to Rosenblatt’s perceptron network. The Widrow-Hoff learning rule is still in use today (Widrow B and Hoff M E, 1960).

The scientists Marvin Minsky and Seymour Papert observed that both Rosenblatt’s and Widrow’s networks suffered from the same inherent limitations. Rosenblatt and Widrow were aware of these limitations and accordingly proposed new networks that would overcome these limitations. However, they were not able to successfully modify their learning algorithms in order to train the more complex networks.

During the late 1960s, with the influence of Minsky and Papert and in addition, with the lack of new ideas and powerful digital computers with which to experiment, the interest in neural networks had faltered and for a decade neural network research was largely suspended (Minsky M and Papert S, 1969).

Teuvo Kohonen and James Anderson (1972) independently and separately developed new neural networks that could act as memories. They proposed a “linear associator”, a model for associative memory (T. Kohonen, 1972; J. A. Anderson, 1972). Further, Teuvo Kohonen described the self-organizing feature maps also known as Kohonen maps. This is a mechanism which involves self-organization in the brain (Teuvo Kohonen, 1989). Stephen Grossberg was also very active during this period in the investigation of self-organizing networks (S. Grossberg, 1980). During the 1980s, both of the impediments pointed by Minsky and Papert were overcome, and research in neural networks increased dramatically. New personal computers and workstations, which rapidly grew in capability, became widely available. In addition, important new concepts were introduced. Two new concepts were most responsible for the rebirth of neural networks. The first was the use of statistical mechanics, described by physicist John Hopfield which explains the operation of a certain class of recurrent network, which could be used as an associative memory (J. J. Hopfield,, 1982). The second key development of the 1980s was the back propagation algorithm for training multilayer perceptron networks, which was discovered independently by several different researchers. The most influential publication of the back propagation algorithm was by David Rumelhart and James McClelland (D. E. Rumelhart and J. L. McClelland, 1986). This algorithm was the answer to the criticisms made by Minsky and Papert in the 1960s. These new developments reinvigorated the field of neural networks. Since 1980s, neural networks have found countless applications, and the field has been buzzing with new theoretical and practical work.

**5.3 Evolution of Neural Networks**

Modern conventional digital computers are of Von Neumann architecture which has powerful processing units and memory. They are able to perform any complex numerical computation by sequentially executing an algorithm at a very high speed. Without an algorithm a computer cannot solve any problem. But, there are some categories of problems, where the problem has many factors which are difficult to analyze, making it difficult to formulate an algorithm. This indicates that digital computers are only suitable for numeric computation and they are not adaptive. In case of humans, even though they are not fast in numeric computation, they are able to solve some problems with ease. The significant difference is, in computers most of the units remain idle and only the processing units perform the task. But in case of humans, the neurons in the brain continuously reorganize themselves and work in parallel to learn and expertise. In general all biological neural functions, including memory are stored in the neurons and in the connections between them (David Kriesel, 2005). Even though biological neurons are very slow when compared to electrical circuits (10-3s compared to 10-10s), the brain is able to perform many tasks (pattern reorganization, prediction, optimization etc.,) much faster than any conventional computer (Martin T. Hagan, et.al, 2014).

**5.3.1 Computers vs Neural Networks**

Several efforts have been made to make the computer mimic the brain so that it can learn and behave like biological neurons. The realized biological neurons are called artificial neurons. These artificial neurons are realized as elements in a program or circuits made of silicon. Networks of these artificial neurons do not have a fraction of power of the human brain but they can train to perform useful functions by operating all the neurons at the same time (Martin T. Hagan, et.al, 2014). Some of the differences between digital computers and the realized biological NNs are summarized below (Table 5.1).

Table 5.1 Performance of Digital computers vs. realised biological NNs

|  |  |
| --- | --- |
| **Digital Computers** | **NNs** |
| Deductive Reasoning. We apply known rules to input data to produce output. | Inductive Reasoning. Given input and output data (training examples), we construct the rules. |
| Computation is centralized, synchronous, and serial. | Computation is collective, asynchronous, and parallel |
| Memory is packetted, literally stored, and location addressable. | Memory is distributed, internalized, short term and content addressable |
| Not fault tolerant. One transistor goes and it no longer works. | Fault tolerant, redundancy, and sharing of responsibilities. |
| Exact. | Inexact. |
| Static connectivity. | Dynamic connectivity. |
| Applicable if well-defined rules with precise input data. | Applicable if rules are unknown or complicated, or if data are noisy or partial. |

In the following sections various aspects of biological neurons, artificial neurons and analogy between them are presented.

**5.3.2 Biological Neuron structure**

Each biological neuron has three principal components (dendrites, cell body and axon) as shown in Fig. 5.1a. The dendrites are tree-like receptive networks of nerve fibres that carry electrical signals into the cell body. The cell body effectively sums and thresholds these incoming signals. The axon is a single long fibre that carries the signal from the cell body out to other neurons. The point of contact between an axon of one cell and a dendrite of another cell is called a synapse. A neuron is connected to other neurons through about 10,000 synapses (Fig. 5.1b).

A neuron receives input from other neurons and then all inputs are combined. Once input exceeds a critical level, the neuron discharges a spike ‐ an electrical pulse that travels from the body, down the axon, to the next neuron(s). The axon endings almost touch the dendrites or cell body of the next neuron. Transmission of an electrical signal from one neuron to the next is effected by neurotransmitters. Neurotransmitters are chemicals which are released from the first neuron and which bind to the second. This link is called a synapse. The strength of the signal that reaches the next neuron depends on factors such as the amount of neurotransmitter available.

It is the arrangement of neurons and the strengths of the individual synapses, determined by a complex chemical process that establishes the function of the neural network.
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Neural structures continue to change throughout life. These later changes tend to consist mainly of strengthening or weakening of synaptic junctions. New memories are formed by modification of these synaptic strengths. Thus, neurons have the capability to memorize, learn and expertise the data.
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**5.3.3 Artificial Neuron**

Each artificial neuron within the artificial neural network is usually a information processing unit which takes one or more inputs and produces an output (Fig. 5.2a). At each neuron, every input has an associated weight which modifies the strength of each input. The neuron simply adds together all the inputs and calculates an output to be passed on (Fig. 5.2b).
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**5.3.4 Analogy between Biological neurons and artificial neurons**

An artificial neuron is an imitation of a human neuron. In ANN, the weight corresponds to the strength of a synapse, the cell body is represented by the summation and the transfer function, and the neuron output represents the signal on the axon (Simyon Haykin, 1999). Figure 5.3 shows the simplified schematic diagram of analogy between biological neuron and artificial neuron.

The model of the neuron which forms the basis of the design of artificial neural network has

1. The set of synapses or connecting links, each of which is characterized by weight or strength of its own (xj × wj ). Specifically a signal xj at the input synapse j connected to the neuron k is multiplied by the weight, wj.
2. An adder for summing the input signals, weighted by respective synapses of the neuron, the operation described here constitute a linear combiner (∑xiwi = x0w0+x1w1 + ….+xnwn = output)
3. An activation function for limiting the amplitude of output of the neuron (Fig.5.3b).
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**5.3.5 Evolution of ANN from Biological neural system**

The ANNs which are motivated by the biological neural systems, are constructed with very simple but numerous neurons that work massively parallel and have the capability to learn. There is no need to explicitly program a neural network. ANN can learn from training samples. Learning is a procedure in which the network is given with set of inputs and their corresponding set of outputs (Fig. 5.4).

The result from this learning procedure is the capability of neural networks to generalize and associate the data. After successful training a neural network can find reasonable solutions for similar problems of the class that were explicitly trained. This in turn results in a high degree of fault tolerance against noisy data.
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**5.3.6 ANN Capabilities**

The capabilities of the neural network that make them to be popular are given below.

1. Non-linearity: An artificial neuron can be linear or non-linear. A neural network, made up of interconnections of non-linear neurons, is itself non-linear. Non –linearity is a special property that is distributed throughout the network.
2. Input-Output mapping: In the process of learning mechanism a set of examples of inputs and their desired outputs are applied to the neural network for training. The training process is continued until the network stabilizes at which there are no significant changes in the synaptic weights. Thus the network learns from set of examples by constructing input and output mapping.
3. Adaptivity: Neural networks have built in capability called adaptivity in which the synaptic weights change with the real world. The property of adaptivity makes the system to be stable and robust.
4. Fault tolerance: This property makes the network to be tolerant against internal and external errors.
5. VLSI capability: the massively parallel nature of the network makes it potentially fast for computation of certain tasks. This feature makes the network well suited for VLSI technology.

**5.4 Application of ANNs in civil engineering**

Examples found in the Literature of general applications of neural networks within civil engineering include a wide array of topics such as (Jeng et.al., 2003):

1. Horizontal formwork selection
2. Control of structures under
3. Simple truss design
4. Structural damage detection
5. Prediction of tower guy pretension
6. Dynamic analysis of bridges
7. Nondestructive examination of concrete

In addition, neural networks are most suitable for applications that have the following features:

1. A complex problem with a large number of governing parameters;
2. A need for an alternative to a mathematical formulation of a solution to the problem.

**5.5 ANN basic concepts**

An ANN consists of interconnections between processing elements called neurons. Neurons are the basic computing elements that perform data processing inside a network. In order to provide reliable predictions for new situations which contain partial information, the neurons learn incrementally from their experimental data to capture the linear and nonlinear trends in the complex data. The processing ability of the network is stored in the interneuron connection strengths called parameters or weights. The weights are acquired by adaptation process.

* + 1. **Input and output of a Neuron**

The variables applied to a neuron are called its inputs and the output of the neuron is its value. The graphical representation of a simple basic neuron is shown in Fig.5.5. The neuron’s output (y) is a nonlinear combination of the inputs, {xi}. These inputs are weighed by the parameters, {wji}, often termed weights, or synaptic weights. The neuron’s output can be written as

y = *f*(x1, x2... xi; vj; wj1, wj2, . . . ,wji)

Function [*f*(.)] is the activation function and vj is termed as the bias input. The bias vj which a neuron has is summed with the weighted inputs to form the net input. The function [*f*(.)] that is performed by neurons depends on the weight vector on the neurons. The weight vectors are usually determined in so called “training phase” using a learning algorithm. These weights determine the output of the neural network; therefore, it can be said that the connection weights form the memory of the neural network. Figure 5.5 shows the details of the elementary neuron structure with input as *xi*. Each input is weighted with an appropriate weight wji. The sum of the weighted inputs and the bias, vj forms the input to the transfer function [*f*(.)]. Neurons can use any differentiable transfer function, [*f*(.)] to generate their output and is given by
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In mathematical terms, ANN is defined as a directed diagram with the following properties:

1. An input vector xj associated with each node j (referred as neuron j)
2. A real valued weight wji is associated with a link (referred as synapses) between two nodes j and i.
3. A real valued bias (referred as activation threshold) vj is associated with each node j
4. A transfer function *f*j [xi, wji, vj, ( i ≠ j)] is defined for each node j, which determines the state of the node as function of its bias, the weights of its incoming links and the states of the nodes connected to it by these links.

Nodes without links towards them are called input neurons and the output neurons are those without a link leading away from them. A feed forward network is one whose topology has no closed paths. The transfer function takes the form as given below.
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where, *f*(z) is either a discontinuous step function or smoothly increasing generalization known as a sigmoidal function.

**5.5.2 Neural Network architecture**

A single neuron cannot learn all the training sets. Therefore, interconnection of neurons or design of an ANN is a must to perform the desired task. Two types of ANNs are used for training the experimental data. They are i) Feed forward ANN, also called as multilayer perceptron and ii) Recurrent neural networks.

Feed forward networks are very popular and are used in our design. The first term, feed forward describes how this ANN processes and recalls patterns. In this network, neurons are only connected forward. Each layer of the ANN contains connections to the next layer. Feed forward ANNs have significant computational power because the interconnections have no closed paths or loops, whereas connections between neurons form a directed cycle in case of recurrent ANNs. For feed forward neural networks, the back propagation rule is the most widely used learning algorithm. It is a form of supervised training.

In feed forward networks, the network must be provided with the sample inputs and expected outputs. The expected outputs are compared against the actual outputs for a given input. From the anticipated data, the Back-propagation training algorithm calculates the error and adjusts the weights of the various layers backwards from the output layer to the input layer.

**5.5.3 Three Layer feed forward Neural Network Model**
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Fig. 5.7 Details of the neuron function in a feed forward network

A three-layer feed forward network is of Multilayer perceptron (MLP) model and its details are shown in Fig. 5.6 and Fig. 5.7 respectively. The feed forward equations corresponding to the inputs and outputs of Fig. 5.6 are described by the matrix Eq. 5.2.
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where,
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W= ![](data:image/x-wmf;base64,183GmgAAAAAAAAAJ4AEACQAAAADxVgEACQAAAzUBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwC4AEACRIAAAAmBg8AGgD/////AAAQAAAAwP///7X////ACAAAlQEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wLA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPESAHlIcXVAkXR1zg9m9QQAAAAtAQAACAAAADIKQAH3BwIAAAApKQgAAAAyCkABcQcBAAAAMSkIAAAAMgpAATUFAQAAACgpCAAAADIKQAHUAwEAAAApKQgAAAAyCkABTgMBAAAAMSkIAAAAMgpAATYAAgAAACgoHAAAAPsCwP4AAAAAAACQAQAAAAIEAgAQU3ltYm9sAHVAEApi6N4yABTxEgB5SHF1QJF0dc4PZvUEAAAALQEBAAQAAADwAQAACAAAADIKQAGqBgEAAAArKAgAAAAyCkABXwQBAAAAtCgIAAAAMgpAAYcCAQAAACsoHAAAAPsCwP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuABTxEgB5SHF1QJF0dc4PZvUEAAAALQEAAAQAAADwAQEACAAAADIKQAHPBQEAAABwKAgAAAAyCkABFgEBAAAATSgKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQD1zg9m9QAACgA4AIoBAAAAAAEAAAAw8xIABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==) matrix of weights ![](data:image/x-wmf;base64,183GmgAAAAAAAAACAAICCQAAAAATXgEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAIAAhIAAAAmBg8AGgD/////AAAQAAAAwP///7X////AAQAAtQEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wJg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///+INCskAAAoAAAAAAAQAAAAtAQAACAAAADIKkAFlAQIAAABqaRwAAAD7AsD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgD+////gxEKjAAACgAAAAAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCkABQAABAAAAd3kKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQA/LgCKAAAACgCREWY/LgCKAAAAAABg7BkABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)between input- hidden nodes
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y = output vector of size![](data:image/x-wmf;base64,183GmgAAAAAAACAE4AEACQAAAADRWwEACQAAAwUBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwC4AEgBBIAAAAmBg8AGgD/////AAAQAAAAwP///7X////gAwAAlQEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wLA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPESAHlIcXVAkXR1zg9mfAQAAAAtAQAACAAAADIKQAFrAwEAAAApeQgAAAAyCkABNgABAAAAKHkcAAAA+wLA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPESAHlIcXVAkXR1zg9mfAQAAAAtAQEABAAAAPABAAAIAAAAMgpAAf4CAQAAAGx5CAAAADIKQAGtAAEAAABNeRwAAAD7AsD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB1dQ0K7GjeMgAU8RIAeUhxdUCRdHXOD2Z8BAAAAC0BAAAEAAAA8AEBAAgAAAAyCkABHgIBAAAAK3kKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQB8zg9mfAAACgA4AIoBAAAAAAEAAAAw8xIABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==)

*f*(.) **=** multivariate activation function.

p = number of real input nodes in the input layer.

M = number of real hidden nodes in the hidden layer ‘![](data:image/x-wmf;base64,183GmgAAAAAAAEADoAEBCQAAAADwXAEACQAAA9EAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCoAFAAxIAAAAmBg8AGgD/////AAAQAAAAwP///8b///8AAwAAZgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v////gSCiAAAAoAAAAAAAQAAAAtAQAACAAAADIKYAFbAgEAAAAxAAgAAAAyCmABOgABAAAATAAcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAAODZb3Z+Mu4B/v///x0TCs0AAAoAAAAAAAQAAAAtAQEABAAAAPABAAAIAAAAMgpgAWwBAQAAAC0ACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0Ati4AigAAAAoAjxNmti4AigAAAAAAuOwZAAQAAAAtAQAABAAAAPABAQADAAAAAAA=)’.

K = number of output nodes in the output layer ‘![](data:image/x-wmf;base64,183GmgAAAAAAAGABoAECCQAAAADTXgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCoAFgARIAAAAmBg8AGgD/////AAAQAAAAwP///8b///8gAQAAZgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///5ITCnUAAAoAAAAAAAQAAAAtAQAACAAAADIKYAE6AAEAAABMAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtAAAuAIoAAAAKACwTZgMuAIoA/////7jsGQAEAAAALQEBAAQAAADwAQAAAwAAAAAA)’.

**Evaluation procedure to minimize the risk function**

The detail evaluation of Eq.5.2 pertaining to a feed forward neural network in order to minimize the risk function using back propagation algorithm is presented here.
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Fig.5.8 Details of three layer feed forward network

Now to compute the output at each node of hidden layer![](data:image/x-wmf;base64,183GmgAAAAAAAEADoAEBCQAAAADwXAEACQAAA/UAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCoAFAAxIAAAAmBg8AGgD/////AAAQAAAAwP///8b///8AAwAAZgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///00PClYAAAoAAAAAAAQAAAAtAQAACAAAADIKYAFiAgEAAAAxABwAAAD7AoD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAAAINjmdIIgVdD+////Fg8KKwAACgAAAAAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCmABbAEBAAAALQ8cAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///00PClcAAAoAAAAAAAQAAAAtAQAABAAAAPABAQAIAAAAMgpgAUYAAQAAAEwACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0A4i4AigAAAAoAIA9m4i4AigABAAAAuOwZAAQAAAAtAQEABAAAAPABAAADAAAAAAA=), i.e. ![](data:image/x-wmf;base64,183GmgAAAAAAAKACgAICCQAAAAAzXgEACQAAAykBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgAKgAhIAAAAmBg8AGgD/////AAAQAAAAwP///7f///9gAgAANwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAcAAcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A6PASAA6bt3fAYLp31BNmagQAAAAtAQAACAAAADIK9AD/AQEAAAAxeRwAAAD7AiD/AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB36xMKVvABGwDo8BIADpu3d8BgunfUE2ZqBAAAAC0BAQAEAAAA8AEAAAgAAAAyCvQAlwEBAAAALXkcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A6PASAA6bt3fAYLp31BNmagQAAAAtAQAABAAAAPABAQAIAAAAMgr0ABMBAQAAAEx5CAAAADIKAAIUAQEAAABqeRwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgDo8BIADpu3d8BgunfUE2ZqBAAAAC0BAQAEAAAA8AEAAAgAAAAyCqABOgABAAAAaHkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQBq1BNmagAACgBHAIoBAAAAAAAAAAAE8xIABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==) first the net input is computed and it is passed through the activation function as shown in Fig. 5.9 below.
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Fig.5.9 summation and activation function of neuron j at L-1th layer
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Fig.5.10 Summation and activation function in neuron k
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i.e., From Eq. (5.5) we have
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By training the network, it learns the optimum weights of the network. Here a risk (objective or cost) function is the square of the error between the output of the network and the desired output for the training sample.
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Now the NN needs to learn the weights of the network connections using back-propagation algorithm. In terms of individual weights the gradient descent algorithm is given by
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As ![](data:image/x-wmf;base64,183GmgAAAAAAAGAC4AEBCQAAAACQXQEACQAAA8oAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwC4AFgAhIAAAAmBg8AGgD/////AAAQAAAAwP///7X///8gAgAAlQEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wJg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///+MPCi4AAAoAAAAAAAQAAAAtAQAACQAAADIKkAHVAAMAAABNU0UAHAAAAPsCwP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAP7///83EAoSAAAKAAAAAAAEAAAALQEBAAQAAADwAQAACAAAADIKQAE7AAEAAABKAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtAAguAIoAAAAKADQQZgguAIoAAAAAALjsGQAEAAAALQEAAAQAAADwAQEAAwAAAAAA) is the squared error between the computed output and targeted output, ![](data:image/x-wmf;base64,183GmgAAAAAAACAEYAQBCQAAAABQXgEACQAAAyQBAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYAQgBBIAAAAmBg8AGgD/////AAAQAAAAwP///7v////gAwAAGwQAAAsAAAAmBg8ADABNYXRoVHlwZQAAAAEIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAIAAkAABQAAABMCAALBAxwAAAD7AiD/AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgD+////tw4KdAAACgAAAAAABAAAAC0BAQAIAAAAMgrvA2kCAgAAAGtqCQAAADIKywG5AQMAAABNU0UAHAAAAPsCgP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAP7////oDgrEAAAKAAAAAAAEAAAALQECAAQAAADwAQEACAAAADIKjwOOAQEAAAB1UwgAAAAyCmsBDgEBAAAASg4cAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAAODZb3ZwKLu6/v///7cOCnUAAAoAAAAAAAQAAAAtAQEABAAAAPABAgAIAAAAMgqPA9QAAQAAALZqCAAAADIKawFUAAEAAAC2DgoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtAFYuAIoAAAAKAN0OZlYuAIoAAgAAALjsGQAEAAAALQECAAQAAADwAQEAAwAAAAAA)is the differentiation of the error with respect to![](data:image/x-wmf;base64,183GmgAAAAAAACACYAICCQAAAABTXgEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYAIgAhIAAAAmBg8AGgD/////AAAQAAAAwP///6b////gAQAABgIAAAsAAAAmBg8ADABNYXRoVHlwZQAAcAAcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///+kOChQAAAoAAAAAAAQAAAAtAQAACAAAADIK4AEnAQIAAABrahwAAAD7AoD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgD+////Gw8KiwAACgAAAAAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABOgABAAAAdWoKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQCfLgCKAAAACgCLDmafLgCKAAAAAAC47BkABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==). Thus, we need to calculate the partial derivative of the square of the error for any training sample with respect to the weights in the network.

Any weight, ![](data:image/x-wmf;base64,183GmgAAAAAAACACYAICCQAAAABTXgEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYAIgAhIAAAAmBg8AGgD/////AAAQAAAAwP///6b////gAQAABgIAAAsAAAAmBg8ADABNYXRoVHlwZQAAcAAcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///9QOCmQAAAoAAAAAAAQAAAAtAQAACAAAADIK4AEnAQIAAABrahwAAAD7AoD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgD+////ug4KRgAACgAAAAAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABOgABAAAAdQAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQB9LgCKAAAACgAeD2Z9LgCKAAAAAABg7BkABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==) can affect ![](data:image/x-wmf;base64,183GmgAAAAAAAAADQAIBCQAAAABQXwEACQAAA8oAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAIAAxIAAAAmBg8AGgD/////AAAQAAAAwP///6b////AAgAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///8wSCvAAAAoAAAAAAAQAAAAtAQAACQAAADIK4AHrAAMAAABNU0UAHAAAAPsCgP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAP7///9MEwpaAAAKAAAAAAAEAAAALQEBAAQAAADwAQAACAAAADIKgAE6AAEAAABKAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtAAsuAIoAAAAKAJITZgsuAIoAAAAAALjsGQAEAAAALQEAAAQAAADwAQEAAwAAAAAA) only by affecting the final output. In a layered network, the weight, ![](data:image/x-wmf;base64,183GmgAAAAAAACACYAICCQAAAABTXgEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYAIgAhIAAAAmBg8AGgD/////AAAQAAAAwP///6b////gAQAABgIAAAsAAAAmBg8ADABNYXRoVHlwZQAAcAAcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///7EOCrQAAAoAAAAAAAQAAAAtAQAACAAAADIK4AEnAQIAAABrahwAAAD7AoD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgD+////Ig8KqQAACgAAAAAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABOgABAAAAdQAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQDyLgCKAAAACgAID2byLgCKAAAAAAC47BkABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==) can affect the final output only through its affect on ![](data:image/x-wmf;base64,183GmgAAAAAAAAADQAIBCQAAAABQXwEACQAAA9IAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAIAAxIAAAAmBg8AGgD/////AAAQAAAAwP///7f////AAgAA9wEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///yAPCmsAAAoAAAAAAAQAAAAtAQAACAAAADIK9AA7AgEAAABMAAgAAAAyCgACOwIBAAAAa3kcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///ygPCgcAAAoAAAAAAAQAAAAtAQEABAAAAPABAAAJAAAAMgqgAToAAwAAAG5ldAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQBXLgCKAAAACgAtD2ZXLgCKAAAAAAC47BkABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==) in the next layer.

At the output layer,

Now, ![](data:image/x-wmf;base64,183GmgAAAAAAAKANoAQACQAAAAARVwEACQAAAw8CAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCoASgDRIAAAAmBg8AGgD/////AAAQAAAAwP///6X///9gDQAARQQAAAsAAAAmBg8ADABNYXRoVHlwZQAAAAEIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAJAAkAABQAAABMCQALCAwUAAAAUAkACYgUFAAAAEwJAAuQIBQAAABQCQALOCQUAAAATAkACTQ0cAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///9gOCpoAAAoAAAAAAAQAAAAtAQEACAAAADIKHAOjDAEAAAAxeQgAAAAyChwDjgsBAAAATA4IAAAAMgooBI4LAgAAAGtqCAAAADIKBgGMDAEAAABMDggAAAAyChICjAwBAAAAaw4IAAAAMgocAyIIAQAAAEwOCAAAADIKKAQiCAEAAABrDgkAAAAyChIC2wYDAAAATVNFZQgAAAAyChwDFwMBAAAAMQAIAAAAMgocAwICAQAAAExlCAAAADIKKAQCAgIAAABragkAAAAyChICuQEDAAAATVNFZRwAAAD7AoD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgD+////7g4K5AAACgAAAAAABAAAAC0BAgAEAAAA8AEBAAgAAAAyCsgDsQoBAAAAdWoJAAAAMgqyAZsKAwAAAG5ldGIJAAAAMgrIAzEGAwAAAG5ldGkIAAAAMgqyAS8GAQAAAEplCAAAADIKyAMlAQEAAAB1UwgAAAAyCrIBDQEBAAAASgAcAAAA+wIg/wAAAAAAAJABAAAAAgQCABBTeW1ib2wAAODZb3ZwKLu6/v///9gOCpsAAAoAAAAAAAQAAAAtAQEABAAAAPABAgAIAAAAMgocAywMAQAAAC1lCAAAADIKHAOgAgEAAAAtZRwAAAD7AoD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAAA4NlvdnAou7r+////7g4K5QAACgAAAAAABAAAAC0BAgAEAAAA8AEBAAgAAAAyCsgD+AkBAAAAtlMIAAAAMgqyAeIJAQAAALZqCAAAADIKoAIsCQEAAADXUwgAAAAyCsgDeAUBAAAAtg4IAAAAMgqyAXYFAQAAALZlCAAAADIKoAIsBAEAAAA9ZQgAAAAyCsgDbAABAAAAtgAIAAAAMgqyAVQAAQAAALZlCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0AuC4AigAAAAoA6Q5muC4AigABAAAAuOwZAAQAAAAtAQEABAAAAPABAgADAAAAAAA=) (5.9)

The weights ![](data:image/x-wmf;base64,183GmgAAAAAAACACYAICCQAAAABTXgEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYAIgAhIAAAAmBg8AGgD/////AAAQAAAAwP///6b////gAQAABgIAAAsAAAAmBg8ADABNYXRoVHlwZQAAcAAcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///7EOCrQAAAoAAAAAAAQAAAAtAQAACAAAADIK4AEnAQIAAABrahwAAAD7AoD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgD+////Ig8KqQAACgAAAAAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABOgABAAAAdQAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQDyLgCKAAAACgAID2byLgCKAAAAAAC47BkABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==) in the hidden layer affect the net input (![](data:image/x-wmf;base64,183GmgAAAAAAAAADQAIBCQAAAABQXwEACQAAA9IAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAIAAxIAAAAmBg8AGgD/////AAAQAAAAwP///7f////AAgAA9wEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///9QOClwAAAoAAAAAAAQAAAAtAQAACAAAADIK9AA7AgEAAABMAAgAAAAyCgACOwIBAAAAawAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v////EOCpAAAAoAAAAAAAQAAAAtAQEABAAAAPABAAAJAAAAMgqgAToAAwAAAG5ldAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQDILgCKAAAACgCxDmbILgCKAAAAAAC47BkABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)) to the next layer.

It is known that (recall Eq. (5.5)),

![](data:image/x-wmf;base64,183GmgAAAAAAACAOYAQACQAAAABRVAEACQAAAx8CAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYAQgDhIAAAAmBg8AGgD/////AAAQAAAAwP///7H////gDQAAEQQAAAsAAAAmBg8ADABNYXRoVHlwZQAA8AAcAAAA+wKZ/eMAAAAAAJABAAAAAgQCABBTeW1ib2wAACDZTHf5V6VO/v////EOCvYAAAoAAAAAAAQAAAAtAQAACAAAADIKfwKGCQEAAAAoahwAAAD7Apn94wAAAAAAkAEAAAACBAIAEFN5bWJvbAAAINlMd/lXpU7+////Gw8KBwAACgAAAAAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCn8ClQ0BAAAAKWUcAAAA+wLA/QAAAAAAAJABAAAAAgQCABBTeW1ib2wAACDZTHf5V6VO/v////EOCvcAAAoAAAAAAAQAAAAtAQAABAAAAPABAQAIAAAAMgrZApMEAQAAAOUPHAAAAPsCIP8AAAAAAACQAQAAAAIEAgAQU3ltYm9sAAAg2Ux3+VelTv7///8bDwoIAAAKAAAAAAAEAAAALQEBAAQAAADwAQAACAAAADIK7wMkBQEAAAA9eQgAAAAyCtQBhAwBAAAALWUIAAAAMgrUAeQHAQAAAC1qHAAAAPsCgP4AAAAAAACQAQAAAAIEAgAQU3ltYm9sAAAg2Ux3+VelTv7////xDgr4AAAKAAAAAAAEAAAALQEAAAQAAADwAQEACAAAADIKgAJeAwEAAAA9DxwAAAD7AiD/AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgD+////Gw8KCQAACgAAAAAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCvoA+gQBAAAATWUIAAAAMgrvA5MFAQAAADEPCAAAADIK7wPlBAEAAABqDwgAAAAyCtQB8wwBAAAAMQ8IAAAAMgrUAe4LAQAAAEwPCAAAADIK4ALuCwEAAABrAAgAAAAyCtQBUwgBAAAAMXkIAAAAMgrUAU4HAQAAAExlCAAAADIK4AJOBwIAAABraggAAAAyCtQBOwIBAAAATHkIAAAAMgrgAjsCAQAAAGtqHAAAAPsCgP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAP7////xDgr5AAAKAAAAAAAEAAAALQEAAAQAAADwAQEACQAAADIKgALtCQMAAABuZXQACAAAADIKgALLCAEAAABmDwgAAAAyCoACYQYBAAAAdWUJAAAAMgqAAjoAAwAAAG5ldAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQCjLgCKAAAACgA0D2ajLgCKAAEAAAC47BkABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==) i.e.,![](data:image/x-wmf;base64,183GmgAAAAAAAMAJ4AMBCQAAAAAwVAEACQAAA74BAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwC4APACRIAAAAmBg8AGgD/////AAAQAAAAwP///8D///+ACQAAoAMAAAsAAAAmBg8ADABNYXRoVHlwZQAA4AAcAAAA+wLA/QAAAAAAAJABAAAAAgQCABBTeW1ib2wAAODZ/XQTuTsq/v///3kRCiwAAAoAAAAAAAQAAAAtAQAACAAAADIKiQK5AwEAAADleRwAAAD7AmD/AAAAAAAAkAEAAAACBAIAEFN5bWJvbAAA4Nn9dBO5Oyr+////cREKcQAACgAAAAAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCl8DWgQBAAAAPXkIAAAAMgqQAa0IAQAAAC15CAAAADIKkAG8BgEAAAAteRwAAAD7AsD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAAA4Nn9dBO5Oyr+////eREKLQAACgAAAAAABAAAAC0BAAAEAAAA8AEBAAgAAAAyCiACxgIBAAAAPQAcAAAA+wJg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///3ERCnIAAAoAAAAAAAQAAAAtAQEABAAAAPABAAAIAAAAMgq6ADwEAQAAAE15CAAAADIKXwOuBAEAAAAxeQgAAAAyCl8DKAQBAAAAagAIAAAAMgqQAQEJAQAAADEACAAAADIKkAE9CAEAAABMeQgAAAAyCnACSwgBAAAAankIAAAAMgqQARAHAQAAADF5CAAAADIKkAFMBgEAAABMeQgAAAAyCnACTAYCAAAAa2oIAAAAMgqQAesBAQAAAExqCAAAADIKcALrAQEAAABrahwAAAD7AsD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgD+////eREKLgAACgAAAAAABAAAAC0BAAAEAAAA8AEBAAgAAAAyCiACcwcBAAAAaGoIAAAAMgogAoIFAQAAAHVqCQAAADIKIAI7AAMAAABuZXRlCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0Ahy4AigAAAAoAqRFmhy4AigABAAAAuOwZAAQAAAAtAQEABAAAAPABAAADAAAAAAA=)

then,   
![](data:image/x-wmf;base64,183GmgAAAAAAAOAHoAQBCQAAAABQXQEACQAAA5gBAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCoATgBxIAAAAmBg8AGgD/////AAAQAAAAwP///6z///+gBwAATAQAAAsAAAAmBg8ADABNYXRoVHlwZQAAAAEIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAJAAkAABQAAABMCQAK8AxwAAAD7AiD/AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgD+////lBIKhQAACgAAAAAABAAAAC0BAQAIAAAAMgr0ATMHAQAAADEACAAAADIK9AEiBgEAAABMAAgAAAAyCgADNgYBAAAAankIAAAAMgojAxIDAQAAADEACAAAADIKIwMBAgEAAABMAAgAAAAyCi8EAQICAAAAa2oIAAAAMgr/AP0CAQAAAEwACAAAADIKCwL9AgEAAABreRwAAAD7AoD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgD+////bBIKIgAACgAAAAAABAAAAC0BAgAEAAAA8AEBAAgAAAAyCqACRwUBAAAAaAAIAAAAMgrPAyYBAQAAAHUACQAAADIKqwEOAQMAAABuZXQAHAAAAPsCIP8AAAAAAACQAQAAAAIEAgAQU3ltYm9sAADg2Qx1ClQLCP7///+UEgqKAAAKAAAAAAAEAAAALQEBAAQAAADwAQIACAAAADIK9AG+BgEAAAAtAAgAAAAyCiMDnQIBAAAALQAcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAAODZDHUKVAsI/v///2wSCiMAAAoAAAAAAAQAAAAtAQIABAAAAPABAQAIAAAAMgqgAh8EAQAAAD0ACAAAADIKzwNsAAEAAAC2AAgAAAAyCqsBVAABAAAAtgAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQAcLgCKAAAACgCKEmYcLgCKAAEAAAC47BkABAAAAC0BAQAEAAAA8AECAAMAAAAAAA==) (5.10)

Now, the error rate is defined as ![](data:image/x-wmf;base64,183GmgAAAAAAAEAHQAQACQAAAAARXQEACQAAA3EBAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQARABxIAAAAmBg8AGgD/////AAAQAAAAwP///7T///8ABwAA9AMAAAsAAAAmBg8ADABNYXRoVHlwZQAA8AAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAIAAmoDBQAAABMCAALsBhwAAAD7AiD/AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgD+////6w4KXgAACgAAAAAABAAAAC0BAQAIAAAAMgrcAioGAQAAAEwzCAAAADIK6AMqBgEAAABriAkAAAAyCtIB4wQDAAAATVNFOAgAAAAyCrQBKQEBAAAATAAIAAAAMgrAAv4AAQAAAGtqHAAAAPsCgP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAP7///+vDgqnAAAKAAAAAAAEAAAALQECAAQAAADwAQEACQAAADIKiAM5BAMAAABuZXQACAAAADIKcgE3BAEAAABKiBwAAAD7AoD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAAA4NlvdnAou7r+////6w4KXwAACgAAAAAABAAAAC0BAQAEAAAA8AECAAgAAAAyCogDgAMBAAAAtg4IAAAAMgpyAX4DAQAAALYACAAAADIKYAI0AgEAAAA9ABwAAAD7AoD+AAAAAAAAkAEBAAACBAIAEFN5bWJvbAAA4NlvdnAou7r+////rw4KqAAACgAAAAAABAAAAC0BAgAEAAAA8AEBAAgAAAAyCmACIgABAAAAZAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQDVLgCKAAAACgDoDmbVLgCKAAEAAAC47BkABAAAAC0BAQAEAAAA8AECAAMAAAAAAA==) (5.11)

Here, ![](data:image/x-wmf;base64,183GmgAAAAAAAGABwAECCQAAAACzXgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCwAFgARIAAAAmBg8AGgD/////AAAQAAAAwP///8b///8gAQAAhgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///28PCrgAAAoAAAAAAAQAAAAtAQAACAAAADIKYAFMAAEAAABKDwoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtAAAuAIoAAAAKAJkPZkIuAIoA/////7jsGQAEAAAALQEBAAQAAADwAQAAAwAAAAAA) cannot be differentiated with![](data:image/x-wmf;base64,183GmgAAAAAAAAADQAIBCQAAAABQXwEACQAAA9IAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAIAAxIAAAAmBg8AGgD/////AAAQAAAAwP///7f////AAgAA9wEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///ygPCgYAAAoAAAAAAAQAAAAtAQAACAAAADIK9AA7AgEAAABMDwgAAAAyCgACOwIBAAAAaw4cAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///8wOChIAAAoAAAAAAAQAAAAtAQEABAAAAPABAAAJAAAAMgqgAToAAwAAAG5ldGUKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQALLgCKAAAACgDsDmYLLgCKAAAAAABg7BkABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==), Eq. (5.11) is given by

![](data:image/x-wmf;base64,183GmgAAAAAAAMAQgAQACQAAAABRSgEACQAAAw8CAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgATAEBIAAAAmBg8AGgD/////AAAQAAAAwP///6X///+AEAAAJQQAAAsAAAAmBg8ADABNYXRoVHlwZQAA8AAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAJAAmsDBQAAABMCQALuBgUAAAAUAkACjggFAAAAEwJAAhEMBQAAABQCQAL7DAUAAAATAkACehAcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///7oNCpcAAAoAAAAAAAQAAAAtAQEACAAAADIKHAO5DwEAAABMeQgAAAAyCigEuQ8BAAAAa3kIAAAAMgoGASgPAQAAAExqCAAAADIKEgIoDwEAAABrDggAAAAyChwDvQoBAAAATA4IAAAAMgooBL0KAQAAAGtqCQAAADIKEgIICgMAAABNU0UACAAAADIKHAMrBgEAAABMaggAAAAyCigEKwYBAAAAa2UJAAAAMgoSAuUEAwAAAE1TRWUIAAAAMgr0ASoBAQAAAEx5CAAAADIKAAP+AAEAAABrUxwAAAD7AoD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgD+////hg4KIgAACgAAAAAABAAAAC0BAgAEAAAA8AEBAAkAAAAyCsgDyA0DAAAAbmV01QgAAAAyCrIBWA4BAAAAeQ4IAAAAMgrIA+0JAQAAAHlqCAAAADIKsgFbCQEAAABKeQkAAAAyCsgDOgQDAAAAbmV0AAgAAAAyCrIBOAQBAAAASmUcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAAODZb3ZwKLu6/v///7oNCpgAAAoAAAAAAAQAAAAtAQEABAAAAPABAgAIAAAAMgrIAw8NAQAAALZlCAAAADIKsgGfDQEAAAC2AAgAAAAyCqACWQwBAAAA1w0IAAAAMgrIAzQJAQAAALYOCAAAADIKsgGiCAEAAAC2UwgAAAAyCqACWAcBAAAAPQ4IAAAAMgrIA4EDAQAAALZ5CAAAADIKsgF/AwEAAAC2aggAAAAyCqACNQIBAAAAPXkcAAAA+wKA/gAAAAAAAJABAQAAAgQCABBTeW1ib2wAAODZb3ZwKLu6/v///4YOCiMAAAoAAAAAAAQAAAAtAQIABAAAAPABAQAIAAAAMgqgAiMAAQAAAGRTCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0AnC4AigAAAAoA1w5mnC4AigABAAAAuOwZAAQAAAAtAQEABAAAAPABAgADAAAAAAA=) (5.12)
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Substitute Eq. (5.13) and Eq. (5.14) in Eq. (5.11)
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Substituting Eq. (5.10) and Eq. (5.15) in Eq. (5.9) we get
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Substituting Eq. (5.16), previous weights and with a known step size in Eq. (5.8) we can obtain the next update of weights.

At the hidden layer, the error rate is calculated as
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The third term ![](data:image/x-wmf;base64,183GmgAAAAAAAMATwAQACQAAAAARSQEACQAAA1UCAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCwATAExIAAAAmBg8AGgD/////AAAQAAAAwP///7X///+AEwAAdQQAAAsAAAAmBg8ADABNYXRoVHlwZQAAAAEIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAJgAkAABQAAABMCYAKgBAUAAAAUAmACMQYFAAAAEwJgAlkMHAAAAPsCgP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAP7///+yEQpJAAAKAAAAAAAEAAAALQEBAAgAAAAyCsAC9BIBAAAAKTMJAAAAMgrAAnAPAwAAAG5ldGUIAAAAMgrAAuYOAQAAAChqCAAAADIKwALeDQEAAABmMwkAAAAyCu8D4wcDAAAAbmV0wQgAAAAyCqIBxwsBAAAAKTMJAAAAMgqiAUMIAwAAAG5ldAAIAAAAMgqiAbkHAQAAACgACAAAADIKogH/BgEAAABmeQkAAAAyCu8DDgEDAAAAbmV01ggAAAAyCqIBmAEBAAAAaGUcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///z0RCnsAAAoAAAAAAAQAAAAtAQIABAAAAPABAQAIAAAAMgoUAnASAQAAADFqCAAAADIKFAJfEQEAAABMZQgAAAAyCiADcxEBAAAAamUIAAAAMgpDA+MKAQAAADFlCAAAADIKQwPSCQEAAABMeQgAAAAyCk8E5gkBAAAAagAIAAAAMgr2AEMLAQAAADEACAAAADIK9gAyCgEAAABMZQgAAAAyCgICRgoBAAAAamUIAAAAMgpDAw4EAQAAADEACAAAADIKQwP9AgEAAABMEQgAAAAyCk8EEQMBAAAAamUIAAAAMgr2AIQDAQAAADFlCAAAADIK9gBzAgEAAABMZQgAAAAyCgIChwIBAAAAamocAAAA+wIg/wAAAAAAAJABAAAAAgQCABBTeW1ib2wAAODZb3ZZRVWy/v///7IRCkoAAAoAAAAAAAQAAAAtAQEABAAAAPABAgAIAAAAMgoUAvsRAQAAAC0ACAAAADIKQwNuCgEAAAAtaggAAAAyCvYAzgoBAAAALWUIAAAAMgpDA5kDAQAAAC1lCAAAADIK9gAPAwEAAAAtahwAAAD7AoD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAAA4NlvdllFVbL+////PREKfAAACgAAAAAABAAAAC0BAgAEAAAA8AEBAAgAAAAyCqoCjA4BAAAAomUIAAAAMgrAArwMAQAAAD1lCAAAADIK7wMpBwEAAAC2AAgAAAAyCqIBRQYBAAAAtgAIAAAAMgrAAgMFAQAAAD1lCAAAADIK7wNUAAEAAAC2eQgAAAAyCqIB3gABAAAAthEKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQBtLgCKAAAACgDoEWZtLgCKAAEAAABg7BkABAAAAC0BAQAEAAAA8AECAAMAAAAAAA==) (5.17c)

Substituting Eq. (5.17a), Eq. (5.17b) and Eq. (5.17c) in ![](data:image/x-wmf;base64,183GmgAAAAAAAOACgAIBCQAAAABwXgEACQAAAwUBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgALgAhIAAAAmBg8AGgD/////AAAQAAAAwP///7f///+gAgAANwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAcAAcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///8APChUAAAoAAAAAAAQAAAAtAQAACAAAADIK9AA+AgEAAAAxDggAAAAyCvQAOQEBAAAATA4IAAAAMgoAAiEBAQAAAGoQHAAAAPsCIP8AAAAAAACQAQAAAAIEAgAQU3ltYm9sAAAg2Ux3P2s9Cv7///+hDwp2AAAKAAAAAAAEAAAALQEBAAQAAADwAQAACAAAADIK9ADPAQEAAAAtEBwAAAD7AoD+AAAAAAAAkAEBAAACBAIAEFN5bWJvbAAAINlMdz9rPQr+////wA8KFgAACgAAAAAABAAAAC0BAAAEAAAA8AEBAAgAAAAyCqABIgABAAAAZHkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQAWLgCKAAAACgDUDmYWLgCKAAEAAADY0xkABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==) i.e., in Eq. (5.17)
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As there are no desired outputs for the hidden layer, ![](data:image/x-wmf;base64,183GmgAAAAAAAOACgAIBCQAAAABwXgEACQAAAykBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgALgAhIAAAAmBg8AGgD/////AAAQAAAAwP///7f///+gAgAANwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAcAAcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///y4PCt4AAAoAAAAAAAQAAAAtAQAACAAAADIK9AA6AgEAAAAxDxwAAAD7AiD/AAAAAAAAkAEAAAACBAIAEFN5bWJvbAAAINjmdDbVmWz+////uQ8KvgAACgAAAAAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCvQAywEBAAAALQAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///7sNCpcAAAoAAAAAAAQAAAAtAQAABAAAAPABAQAIAAAAMgr0AD8BAQAAAEx5CAAAADIKAAI2AQEAAABqeRwAAAD7AoD+AAAAAAAAkAEBAAACBAIAEFN5bWJvbAAAINjmdDbVmWz+////Lg8K5gAACgAAAAAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCqABIgABAAAAZA8KAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQChLgCKAAAACgDND2ahLgCKAAAAAAC47BkABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==) is computed as the differentiated output at ![](data:image/x-wmf;base64,183GmgAAAAAAAEADoAEBCQAAAADwXAEACQAAA9EAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCoAFAAxIAAAAmBg8AGgD/////AAAQAAAAwP///8b///8AAwAAZgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///4QPClUAAAoAAAAAAAQAAAAtAQAACAAAADIKYAFoAgEAAAAxAAgAAAAyCmABOgABAAAATAAcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAACDZTHccPHKB/v///wwPCqEAAAoAAAAAAAQAAAAtAQEABAAAAPABAAAIAAAAMgpgAXIBAQAAAC0ACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0AhC4AigAAAAoADxFmhC4AigAAAAAAuOwZAAQAAAAtAQAABAAAAPABAQADAAAAAAA=)times the sum of products of the ![](data:image/x-wmf;base64,183GmgAAAAAAAAACQAIBCQAAAABQXgEACQAAA9EAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAIAAhIAAAAmBg8AGgD/////AAAQAAAAwP///7f////AAQAA9wEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///zYRCioAAAoAAAAAAAQAAAAtAQAACAAAADIK9AA5AQEAAABMeQgAAAAyCgACDQEBAAAAa2UcAAAA+wKA/gAAAAAAAJABAQAAAgQCABBTeW1ib2wAACDY5nT1OnKn/v///9MHCqMAAAoAAAAAAAQAAAAtAQEABAAAAPABAAAIAAAAMgqgASIAAQAAAGQzCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0Abi4AigAAAAoAiRBmbi4AigAAAAAAYOwZAAQAAAAtAQAABAAAAPABAQADAAAAAAA=) already obtained in the output layer with the corresponding weights ![](data:image/x-wmf;base64,183GmgAAAAAAAMACgAIBCQAAAABQXgEACQAAAwUBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgALAAhIAAAAmBg8AGgD/////AAAQAAAAwP///7f///+AAgAANwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAcAAcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///yUOCkUAAAoAAAAAAAQAAAAtAQAACAAAADIK9AAsAgEAAAAxAAgAAAAyCvQAJwEBAAAATAAIAAAAMgoAAjsBAgAAAGprHAAAAPsCgP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAP7////zEApPAAAKAAAAAAAEAAAALQEBAAQAAADwAQAACAAAADIKoAE6AAEAAAB1axwAAAD7AiD/AAAAAAAAkAEAAAACBAIAEFN5bWJvbAAAINlMd7ePZKH+////JQ4KRgAACgAAAAAABAAAAC0BAAAEAAAA8AEBAAgAAAAyCvQAvQEBAAAALQ8KAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQAZLgCKAAAACgDJD2YZLgCKAAEAAABg7BkABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==) in the same layer. In this way the weights are updated at each and every iteration and thus, minimization of risk function i.e., Eq. (5.7) is achieved.

Thus, the Equation (5.2) can be expressed in detail by Equation (5.19), (5.20).
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The activation function, *f*(z) used in Equations (5.19) and (5.20) are defined by a nonlinear function given by Equation (5.21). This function is applied to the hidden and output neurons and introduces the nonlinearity into the ANN.

![](data:image/x-wmf;base64,183GmgAAAAAAAKAQgAMBCQAAAAAwTQEACQAAA/MBAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgAOgEBIAAAAmBg8AGgD/////AAAQAAAAwP///7////9gEAAAPwMAAAsAAAAmBg8ADABNYXRoVHlwZQAAwAAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAKwARkNBQAAABMCsAFcEBwAAAD7AsD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAU8RIAeUgdd0CRIHf0EGbnBAAAAC0BAQAIAAAAMgoqA8QOAQAAAGV5CAAAADIKAALGCgEAAAB6eQgAAAAyCggCAAkBAAAAZnkIAAAAMgoAAnYGAQAAAHp5CAAAADIKMALXBAEAAABqeQgAAAAyCuABJwQBAAAAZnkIAAAAMgoAAp0BAQAAAHp5CAAAADIKAAJ3AAEAAABmeRwAAAD7AiD/AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAU8RIAeUgdd0CRIHf0EGbnBAAAAC0BAgAEAAAA8AEBAAgAAAAyCo0C5Q8BAAAAenkIAAAAMgpmAqYJAQAAAGt5HAAAAPsCIP8AAAAAAACQAQAAAAIEAgAQU3ltYm9sAHdNEgpbEPIgABTxEgB5SB13QJEgd/QQZucEAAAALQEBAAQAAADwAQIACAAAADIKjQJXDwEAAAAteRwAAAD7AsD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB3XxIKKrDxIAAU8RIAeUgdd0CRIHf0EGbnBAAAAC0BAgAEAAAA8AEBAAgAAAAyCgID1A0BAAAAK3kIAAAAMgoAAhAMAQAAAD15CAAAADIKAALABwEAAAA9eQgAAAAyCgAC5wIBAAAAPXkcAAAA+wLA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPESAHlIHXdAkSB39BBm5wQAAAAtAQEABAAAAPABAgAIAAAAMgoCAxENAQAAADF5CAAAADIKNgFqDgEAAAAxeQgAAAAyCgACUgsBAAAAKXkIAAAAMgoAAkQKAQAAACh5CAAAADIKAAICBwEAAAApeQgAAAAyCgAC9AUBAAAAKHkIAAAAMgoAAikCAQAAACl5CAAAADIKAAIbAQEAAAAoeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtAOf0EGbnAAAKADgAigEAAAAAAgAAADDzEgAEAAAALQECAAQAAADwAQEAAwAAAAAA) (5.21)

Where, ![](data:image/x-wmf;base64,183GmgAAAAAAACABIAEECQAAAAAVXgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCIAEgARIAAAAmBg8AGgD/////AAAQAAAAwP///xUAAADgAAAANQEAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAAcAAAA+wLA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///3oOCkgAAAoAAAAAAAQAAAAtAQAACAAAADIK4AA7AAEAAAB6AAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtAAAuAIoAAAAKAHwQZsEuAIoA/////7jsGQAEAAAALQEBAAQAAADwAQAAAwAAAAAA) is the net input applied to the neuron

e is the base of the natural logarithm whose value is the actual numerical  value that you want to transform.

**5.6 Various optimization techniques**

Optimization means finding the minimum or maximum value. In mathematical terms, optimization means finding the point where the derivative is zero. Optimization seeks to improve the performance of design variable to reach optimal point of an objective function. There are two distinct ways of optimization. In case of constrained optimization, the constraints represent some functional relationships among the design variables and other design parameters satisfying certain physical phenomenon and certain resource limitations. The nature and number of constraints to be included in the formulation depend on the user. Constraints may or may not have exact mathematical expressions. In case of unconstrained optimization there is no relationship between the design variables and design parameters, so the design variables can be optimized without any restriction. The various optimization techniques that can be used to optimize the ANNs have been described in following paragraphs.

**5.6.1 Steepest Descent or Gradient descent algorithm**

Steepest descent or Gradient descent is an iterative optimization algorithm to find a local minimum of an objective function. The method relies on first-order derivative of the objective function. The basic approach of this method to find the local minimum is to obtain the direction of descent i.e. gradient and then taking steps proportional to the negative of the gradient of the function at the current point and this process repeats until the minimum of the function is obtained. So this procedure is known as gradient descent also known as steepest descent (Alan R. et.al, 2013). The local maximum of the function can also be obtained if the steps are proportional to the positive gradient of the function. This procedure is known as Gradient ascent.
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2. Find the gradient of ![](data:image/x-wmf;base64,183GmgAAAAAAAAAD4AEBCQAAAADwXAEACQAAAykBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwC4AEAAxIAAAAmBg8AGgD/////AAAQAAAAwP///7X////AAgAAlQEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wJM/r0AAAAAAJABAAAAAgQCABBTeW1ib2wAAODZ/XT92QCV/v///98OCp4AAAoAAAAAAAQAAAAtAQAACAAAADIKPwHpAAEAAAAoABwAAAD7Akz+vQAAAAAAkAEAAAACBAIAEFN5bWJvbAAA4Nn9dP3ZAJX+////Ww0KtwAACgAAAAAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCj8BbAIBAAAAKQAcAAAA+wJg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///98OCp8AAAoAAAAAAAQAAAAtAQAABAAAAPABAQAIAAAAMgqQAdUBAQAAAG6UHAAAAPsCwP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAP7///9bDQq4AAAKAAAAAAAEAAAALQEBAAQAAADwAQAACAAAADIKQAFPAQEAAAB0AAgAAAAyCkABOwABAAAARgAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQD9LgCKAAAACgBxD2b9LgCKAAAAAAC47BkABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==) i.e.![](data:image/x-wmf;base64,183GmgAAAAAAAAACIAICCQAAAAAzXgEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCIAIAAhIAAAAmBg8AGgD/////AAAQAAAAwP///6b////AAQAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///ygOCg0AAAoAAAAAAAQAAAAtAQAACAAAADIK4AFAAQEAAABuERwAAAD7AoD+AAAAAAAAkAEBAAACBAIAEFN5bWJvbAAAINlMdwHxhfr+////1REKoQAACgAAAAAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABRgABAAAAcgAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQBiLgCKAAAACgBND2ZiLgCKAAAAAAC47BkABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)which is called direction of descent. In case of multivariable function Jacobin matrix is calculated.
3. Initialize a fixed step size ![](data:image/x-wmf;base64,183GmgAAAAAAAKAB4AECCQAAAABTXgEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwC4AGgARIAAAAmBg8AGgD/////AAAQAAAAwP///7X///9gAQAAlQEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wJg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///04PCkYAAAoAAAAAAAQAAAAtAQAACAAAADIKkAEDAQEAAABueRwAAAD7AsD+AAAAAAAAkAEBAAACBAIAEFN5bWJvbAAA4Nn9dMjGArz+////HhAKywAACgAAAAAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCkABIgABAAAAYQAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQAwLgCKAAAACgB6EGYwLgCKAAAAAAC47BkABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)which gives the length of jump to the next value. The step size may be adjusted at each and every iteration using the line search methods to obtain faster convergence.
4. To find the next value of the design variable such that![](data:image/x-wmf;base64,183GmgAAAAAAAGAI4AEBCQAAAACQVwEACQAAA9UBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwC4AFgCBIAAAAmBg8AGgD/////AAAQAAAAwP///7X///8gCAAAlQEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wJO/r0AAAAAAJABAAAAAgQCABBTeW1ib2wAAODZ/XT92QCV/v///98HCrQAAAoAAAAAAAQAAAAtAQAACAAAADIKPwHpAAEAAAAoABwAAAD7Ak7+vQAAAAAAkAEAAAACBAIAEFN5bWJvbAAA4Nn9dP3ZAJX+////AxAKxAAACgAAAAAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCj8B9gMBAAAAKXkcAAAA+wJO/r0AAAAAAJABAAAAAgQCABBTeW1ib2wAAODZ/XT92QCV/v///98HCrUAAAoAAAAAAAQAAAAtAQAABAAAAPABAQAIAAAAMgo/ATwGAQAAACgAHAAAAPsCTv69AAAAAACQAQAAAAIEAgAQU3ltYm9sAADg2f10/dkAlf7///8DEArFAAAKAAAAAAAEAAAALQEBAAQAAADwAQAACAAAADIKPwHEBwEAAAApABwAAAD7AmD/AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgD+////Ww8KUQAACgAAAAAABAAAAC0BAAAEAAAA8AEBAAgAAAAyCpABKwcBAAAAbgAIAAAAMgqQAdgBAQAAAG55HAAAAPsCwP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAP7///8DEArGAAAKAAAAAAAEAAAALQEBAAQAAADwAQAACAAAADIKQAGjBgEAAAB0eQgAAAAyCkABjgUBAAAARgAIAAAAMgpAAWUDAQAAADEPCAAAADIKQAFQAQEAAAB0AAgAAAAyCkABOwABAAAARg0cAAAA+wLA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAAODZ/XT92QCV/v///1sPClIAAAoAAAAAAAQAAAAtAQAABAAAAPABAQAIAAAAMgpAAY4EAQAAADwACAAAADIKQAGbAgEAAAArEAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtABguAIoAAAAKABoQZhguAIoAAQAAALjsGQAEAAAALQEBAAQAAADwAQAAAwAAAAAA). Subtract the gradient with the previous value as ![](data:image/x-wmf;base64,183GmgAAAAAAAIAK4AEACQAAAABxVQEACQAAA+0BAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwC4AGAChIAAAAmBg8AGgD/////AAAQAAAAwP///7X///9ACgAAlQEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wJO/r0AAAAAAJABAAAAAgQCABBTeW1ib2wAAODZ/XRVgjzH/v///3IOCgYAAAoAAAAAAAQAAAAtAQAACAAAADIKPwFoCAEAAAAoABwAAAD7Ak7+vQAAAAAAkAEAAAACBAIAEFN5bWJvbAAA4Nn9dFWCPMf+////kQ8K2AAACgAAAAAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCj8B8AkBAAAAKQAcAAAA+wJg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///3IOCgcAAAoAAAAAAAQAAAAtAQAABAAAAPABAQAIAAAAMgqQAVcJAQAAAG4PCAAAADIKkAFjBgEAAABuAAgAAAAyCpAB2wMBAAAAbgAIAAAAMgqQAYcBAQAAADEACAAAADIKkAHIAAEAAABuDxwAAAD7AsD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgD+////kQ8K2QAACgAAAAAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCkABzwgBAAAAdAAIAAAAMgpAAboHAQAAAEYACAAAADIKQAFTAwEAAAB0AAgAAAAyCkABQAABAAAAdAAcAAAA+wLA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAAODZ/XRVgjzH/v///3IOCggAAAoAAAAAAAQAAAAtAQAABAAAAPABAQAIAAAAMgpAAdQGAQAAANEACAAAADIKQAGeBAEAAAAtAAgAAAAyCkABTgIBAAAAPXkcAAAA+wJg/wAAAAAAAJABAAAAAgQCABBTeW1ib2wAAODZ/XRVgjzH/v///ysPCo0AAAoAAAAAAAQAAAAtAQEABAAAAPABAAAIAAAAMgqQAS4BAQAAACsPHAAAAPsCwP4AAAAAAACQAQEAAAIEAgAQU3ltYm9sAADg2f10VYI8x/7///9yDgoJAAAKAAAAAAAEAAAALQEAAAQAAADwAQEACAAAADIKQAFtBQEAAABhAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtAPouAIoAAAAKAC0QZvouAIoAAQAAALjsGQAEAAAALQEBAAQAAADwAQAAAwAAAAAA) i.e., ![](data:image/x-wmf;base64,183GmgAAAAAAAMAH4AEACQAAAAAxWAEACQAAA4UBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwC4AHABxIAAAAmBg8AGgD/////AAAQAAAAwP///7X///+ABwAAlQEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wJg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///20PCscAAAoAAAAAAAQAAAAtAQAACAAAADIKkAEqBwEAAABuDwgAAAAyCpABAAYBAAAAbgAIAAAAMgqQAaADAQAAAG4OCAAAADIKkAFyAQEAAAAxeQgAAAAyCpABsQABAAAAbg8cAAAA+wLA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v////gOCvAAAAoAAAAAAAQAAAAtAQEABAAAAPABAAAIAAAAMgpAAS8DAQAAAHQPCAAAADIKQAFAAAEAAAB0DxwAAAD7AsD+AAAAAAAAkAEBAAACBAIAEFN5bWJvbAAA4Nn9dL/HDYD+////bQ8KyAAACgAAAAAABAAAAC0BAAAEAAAA8AEBAAgAAAAyCkABbgYBAAAAcg8IAAAAMgpAASEFAQAAAGF5HAAAAPsCwP4AAAAAAACQAQAAAAIEAgAQU3ltYm9sAADg2f10v8cNgP7////4DgrxAAAKAAAAAAAEAAAALQEBAAQAAADwAQAACAAAADIKQAFPBAEAAAAtAAgAAAAyCkABJgIBAAAAPTMcAAAA+wJg/wAAAAAAAJABAAAAAgQCABBTeW1ib2wAAODZ/XS/xw2A/v///20PCskAAAoAAAAAAAQAAAAtAQAABAAAAPABAQAIAAAAMgqQARgBAQAAACt5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0Afi4AigAAAAoAJQ9mfi4AigABAAAAuOwZAAQAAAAtAQEABAAAAPABAAADAAAAAAA=)
5. Increment the iteration counter. Test for convergence as ![](data:image/x-wmf;base64,183GmgAAAAAAAEAKIAIBCQAAAABwVgEACQAAAykCAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCIAJAChIAAAAmBg8AGgD/////AAAQAAAAwP///7X///8ACgAA1QEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wJO/r0AAAAAAJABAAAAAgQCABBTeW1ib2wAAODZ/XT92QCV/v///xEQCogAAAoAAAAAAAQAAAAtAQAACAAAADIKXwEbAQEAAAAoABwAAAD7Ak7+vQAAAAAAkAEAAAACBAIAEFN5bWJvbAAA4Nn9dP3ZAJX+////jw8KIQAACgAAAAAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCl8BdQIBAAAAKQ8cAAAA+wJO/r0AAAAAAJABAAAAAgQCABBTeW1ib2wAAODZ/XT92QCV/v///+gPCsMAAAoAAAAAAAQAAAAtAQAABAAAAPABAQAIAAAAMgpfAZUEAQAAACh5HAAAAPsCTv69AAAAAACQAQAAAAIEAgAQU3ltYm9sAADg2f10/dkAlf7///+PDwoiAAAKAAAAAAAEAAAALQEBAAQAAADwAQAACAAAADIKXwF6BwEAAAApAAgAAAD6AgAAEAAAAAAAAAAEAAAALQEAAAUAAAAUAksASAAFAAAAEwLVAUgABQAAABQCSwDdBwUAAAATAtUB3QccAAAA+wLA/gAAAAAAAJABAQAAAgQCABBTeW1ib2wAAODZ/XT92QCV/v///+gPCsQAAAoAAAAAAAQAAAAtAQIABAAAAPABAQAIAAAAMgpgATwJAQAAAGUAHAAAAPsCwP4AAAAAAACQAQAAAAIEAgAQU3ltYm9sAADg2f10/dkAlf7///+PDwojAAAKAAAAAAAEAAAALQEBAAQAAADwAQIACAAAADIKYAFICAEAAAA8eQgAAAAyCmABHAYBAAAAK3kIAAAAMgpgAf0CAQAAAC0AHAAAAPsCwP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAP7////oDwrFAAAKAAAAAAAEAAAALQECAAQAAADwAQEACAAAADIKYAHpBgEAAAAxAAgAAAAyCmAB/AQBAAAAdAAIAAAAMgpgAecDAQAAAEYACAAAADIKYAGCAQEAAAB0eQgAAAAyCmABbQABAAAARgAcAAAA+wJg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///48PCiQAAAoAAAAAAAQAAAAtAQEABAAAAPABAgAIAAAAMgqwAW0FAQAAAG4ACAAAADIKsAHzAQEAAABuAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtALwuAIoAAAAKAIYPZrwuAIoAAgAAALjsGQAEAAAALQECAAQAAADwAQEAAwAAAAAA)

If the test satisfies the condition then stop the process else go to step ii.

Repeating this process continuously the function reaches to a local minimum point, at which either of neighborhood of function has greater value than the function at the local minimum point. The gradient descent method is simple, computationally less expensive and useful when the information is of higher order derivatives of the objective function i.e., Hessian matrix is not available. This method takes more number of steps to reach the local optimum value.

**5.6.2 Conjugate Gradient descent algorithm**

This is an iterative method and is similar to gradient descent method. In gradient descent method only the negative gradient of the objective function is used to calculate the local optimum value. Even though it is a simple method, it takes more number of iterations to get the optimum value. In conjugate gradient descent method the conjugate of the vector is also used along with the gradient of the function.

1. Start with an initial guess ![](data:image/x-wmf;base64,183GmgAAAAAAAGAB4AEBCQAAAACQXgEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwC4AFgARIAAAAmBg8AGgD/////AAAQAAAAwP///7X///8gAQAAlQEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wJg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///zUPCkQAAAoAAAAAAAQAAAAtAQAACAAAADIKkAHIAAEAAABuABwAAAD7AsD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgD+////dQ4KKwAACgAAAAAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCkABQAABAAAAdHkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQA6LgCKAAAACgArD2Y6LgCKAAAAAAC47BkABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==) which further converges to the minimum value and initialize the iteration counter to zero and convergence value![](data:image/x-wmf;base64,183GmgAAAAAAAEAFAAIBCQAAAABQWQEACQAAA00BAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAJABRIAAAAmBg8AGgD/////AAAQAAAAwP///7f///8ABQAAtwEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///+AOCg8AAAoAAAAAAAQAAAAtAQAACAAAADIK9ACABAEAAAA2ABwAAAD7AoD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgD+////tQ4K6wAACgAAAAAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCqABfAICAAAAMTAcAAAA+wIg/wAAAAAAAJABAAAAAgQCABBTeW1ib2wAACDZTHfNB+Rd/v///+AOChAAAAoAAAAAAAQAAAAtAQAABAAAAPABAQAIAAAAMgr0AAYEAQAAAC0AHAAAAPsCgP4AAAAAAACQAQAAAAIEAgAQU3ltYm9sAAAg2Ux3zQfkXf7///+1DgrsAAAKAAAAAAAEAAAALQEBAAQAAADwAQAACAAAADIKoAFqAQEAAAA9ABwAAAD7AoD+AAAAAAAAkAEBAAACBAIAEFN5bWJvbAAAINlMd80H5F3+////4A4KEQAACgAAAAAABAAAAC0BAAAEAAAA8AEBAAgAAAAyCqABKAABAAAAZTAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQDELgCKAAAACgCSDWbELgCKAAEAAAC47BkABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==).
2. Find the gradient of ![](data:image/x-wmf;base64,183GmgAAAAAAAAAD4AEBCQAAAADwXAEACQAAAykBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwC4AEAAxIAAAAmBg8AGgD/////AAAQAAAAwP///7X////AAgAAlQEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wJM/r0AAAAAAJABAAAAAgQCABBTeW1ib2wAAODZ/XRr+Pwp/v///woQCswAAAoAAAAAAAQAAAAtAQAACAAAADIKPwHpAAEAAAAoDhwAAAD7Akz+vQAAAAAAkAEAAAACBAIAEFN5bWJvbAAA4Nn9dGv4/Cn+////Rw8KeQAACgAAAAAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCj8BbAIBAAAAKQ8cAAAA+wJg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///woQCs0AAAoAAAAAAAQAAAAtAQAABAAAAPABAQAIAAAAMgqQAdUBAQAAAG4AHAAAAPsCwP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAP7///9HDwp6AAAKAAAAAAAEAAAALQEBAAQAAADwAQAACAAAADIKQAFPAQEAAAB0AAgAAAAyCkABOwABAAAARgAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQBkLgCKAAAACgC+D2ZkLgCKAAAAAAC47BkABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==) i.e., ![](data:image/x-wmf;base64,183GmgAAAAAAAAACIAICCQAAAAAzXgEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCIAIAAhIAAAAmBg8AGgD/////AAAQAAAAwP///6b////AAQAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///ygOCg0AAAoAAAAAAAQAAAAtAQAACAAAADIK4AFAAQEAAABuERwAAAD7AoD+AAAAAAAAkAEBAAACBAIAEFN5bWJvbAAAINlMdwHxhfr+////1REKoQAACgAAAAAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABRgABAAAAcgAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQBiLgCKAAAACgBND2ZiLgCKAAAAAAC47BkABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)which is called direction of descent. In case of multivariable function Jacobin matrix is calculated.
3. The first conjugate vector is considered in the opposite direction of the gradient and makes the step. During the next iterations, the directions have to be orthogonal to the previous conjugate vector and gradient.

The main advantage of this method is that it requires only last search direction and last gradient instead of full matrix. This method is used to solve problems with n number of variables in n iterations (Edwin.K.P.Chong and Stanishlaw H.Zak, 2011).

**5.6.3. Gauss Newton algorithm**

Gauss Newton is a first derivative optimization algorithm in which it minimizes the function by taking negative gradient of the function. This algorithm is similar to LMS algorithm. This algorithm is also used to solve nonlinear least squares problems. Using this algorithm, the change in value at each step is calculated as follows

1. Start with an initial guess ![](data:image/x-wmf;base64,183GmgAAAAAAAGAB4AEBCQAAAACQXgEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwC4AFgARIAAAAmBg8AGgD/////AAAQAAAAwP///7X///8gAQAAlQEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wJg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///3cPCrQAAAoAAAAAAAQAAAAtAQAACAAAADIKkAHIAAEAAABueRwAAAD7AsD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgD+////9Q4KPgAACgAAAAAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCkABQAABAAAAdA4KAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQBsLgCKAAAACgAgD2ZsLgCKAAAAAACI0xkABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==) which further converges to the minimum value and initialize the iteration counter to zero and convergence value![](data:image/x-wmf;base64,183GmgAAAAAAAEAFAAIBCQAAAABQWQEACQAAA00BAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAJABRIAAAAmBg8AGgD/////AAAQAAAAwP///7f///8ABQAAtwEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///+AOCg8AAAoAAAAAAAQAAAAtAQAACAAAADIK9ACABAEAAAA2ABwAAAD7AoD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgD+////tQ4K6wAACgAAAAAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCqABfAICAAAAMTAcAAAA+wIg/wAAAAAAAJABAAAAAgQCABBTeW1ib2wAACDZTHfNB+Rd/v///+AOChAAAAoAAAAAAAQAAAAtAQAABAAAAPABAQAIAAAAMgr0AAYEAQAAAC0AHAAAAPsCgP4AAAAAAACQAQAAAAIEAgAQU3ltYm9sAAAg2Ux3zQfkXf7///+1DgrsAAAKAAAAAAAEAAAALQEBAAQAAADwAQAACAAAADIKoAFqAQEAAAA9ABwAAAD7AoD+AAAAAAAAkAEBAAACBAIAEFN5bWJvbAAAINlMd80H5F3+////4A4KEQAACgAAAAAABAAAAC0BAAAEAAAA8AEBAAgAAAAyCqABKAABAAAAZTAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQDELgCKAAAACgCSDWbELgCKAAEAAAC47BkABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==).
2. Find the gradient of ![](data:image/x-wmf;base64,183GmgAAAAAAAAAD4AEBCQAAAADwXAEACQAAAykBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwC4AEAAxIAAAAmBg8AGgD/////AAAQAAAAwP///7X////AAgAAlQEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wJM/r0AAAAAAJABAAAAAgQCABBTeW1ib2wAAODZ/XT92QCV/v////0PCjgAAAoAAAAAAAQAAAAtAQAACAAAADIKPwHpAAEAAAAoDxwAAAD7Akz+vQAAAAAAkAEAAAACBAIAEFN5bWJvbAAA4Nn9dP3ZAJX+////wA8KrwAACgAAAAAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCj8BbAIBAAAAKTMcAAAA+wJg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v////0PCjkAAAoAAAAAAAQAAAAtAQAABAAAAPABAQAIAAAAMgqQAdUBAQAAAG55HAAAAPsCwP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAP7////ADwqwAAAKAAAAAAAEAAAALQEBAAQAAADwAQAACAAAADIKQAFPAQEAAAB0AAgAAAAyCkABOwABAAAARg8KAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQDyLgCKAAAACgCAD2byLgCKAAAAAAC47BkABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==) i.e.,![](data:image/x-wmf;base64,183GmgAAAAAAAMAB4AECCQAAAAAzXgEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwC4AHAARIAAAAmBg8AGgD/////AAAQAAAAwP///7X///+AAQAAlQEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wJg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///30PCvIAAAoAAAAAAAQAAAAtAQAACAAAADIKkAEYAQEAAABuDxwAAAD7AsD+AAAAAAAAkAEBAAACBAIAEFN5bWJvbAAA4Nn9dML3kpD+////JxAKuwAACgAAAAAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCkABRQABAAAAcgAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQBkLgCKAAAACgBrDGZkLgCKAAAAAAC47BkABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)which is called direction of descent. In case of multivariable function Jacobin matrix is calculated.
3. Initialize a fixed step size ![](data:image/x-wmf;base64,183GmgAAAAAAAOABIAICCQAAAADTXQEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCIALgARIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+gAQAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///7QOCsgAAAoAAAAAAAQAAAAtAQAACAAAADIK4AEoAQEAAABuDhwAAAD7AoD+AAAAAAAAkAEBAAACBAIAEFN5bWJvbAAAINlMd4etOs3+////ng4KpQAACgAAAAAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABHAABAAAAYQAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQAZLgCKAAAACgD6DWYZLgCKAAAAAAC47BkABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)which gives the length of jump to the next value. The step size may be adjusted at each and every iteration using the line search methods to obtain faster convergence.
4. Error is calculated as the difference between the observed and the estimated value i.e ![](data:image/x-wmf;base64,183GmgAAAAAAAMABIAIDCQAAAADyXQEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCIALAARIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+AAQAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///0sOCtUAAAoAAAAAAAQAAAAtAQAACAAAADIK4AH8AAEAAABuABwAAAD7AoD+AAAAAAAAkAEBAAACBAIAEFN5bWJvbAAA4NlvdiyHt7r+////Dg8KjwAACgAAAAAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABIgABAAAAZLgKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQBOLgCKAAAACgAdD2ZOLgCKAAAAAAC47BkABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==).
5. To find the next value of the design variable such that![](data:image/x-wmf;base64,183GmgAAAAAAAGAI4AEBCQAAAACQVwEACQAAA9UBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwC4AFgCBIAAAAmBg8AGgD/////AAAQAAAAwP///7X///8gCAAAlQEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wJO/r0AAAAAAJABAAAAAgQCABBTeW1ib2wAAODZ/XT92QCV/v///xgPCu0AAAoAAAAAAAQAAAAtAQAACAAAADIKPwHpAAEAAAAoDxwAAAD7Ak7+vQAAAAAAkAEAAAACBAIAEFN5bWJvbAAA4Nn9dP3ZAJX+////wQ8KVAAACgAAAAAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCj8B9gMBAAAAKQAcAAAA+wJO/r0AAAAAAJABAAAAAgQCABBTeW1ib2wAAODZ/XT92QCV/v///xgPCu4AAAoAAAAAAAQAAAAtAQAABAAAAPABAQAIAAAAMgo/ATwGAQAAACgPHAAAAPsCTv69AAAAAACQAQAAAAIEAgAQU3ltYm9sAADg2f10/dkAlf7////BDwpVAAAKAAAAAAAEAAAALQEBAAQAAADwAQAACAAAADIKPwHEBwEAAAApDxwAAAD7AmD/AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgD+////GA8K7wAACgAAAAAABAAAAC0BAAAEAAAA8AEBAAgAAAAyCpABKwcBAAAAbgAIAAAAMgqQAdgBAQAAAG4PHAAAAPsCwP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAP7////BDwpWAAAKAAAAAAAEAAAALQEBAAQAAADwAQAACAAAADIKQAGjBgEAAAB0AAgAAAAyCkABjgUBAAAARg8IAAAAMgpAAWUDAQAAADF5CAAAADIKQAFQAQEAAAB0DwgAAAAyCkABOwABAAAARnkcAAAA+wLA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAAODZ/XT92QCV/v///xgPCvAAAAoAAAAAAAQAAAAtAQAABAAAAPABAQAIAAAAMgpAAY4EAQAAADx5CAAAADIKQAGbAgEAAAArDwoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtALcuAIoAAAAKAGsPZrcuAIoAAQAAAIjTGQAEAAAALQEBAAQAAADwAQAAAwAAAAAA). Subtract the gradient with the previous value as ![](data:image/x-wmf;base64,183GmgAAAAAAAMAL4AEACQAAAAAxVAEACQAAA/0BAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwC4AHACxIAAAAmBg8AGgD/////AAAQAAAAwP///7X///+ACwAAlQEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wJO/r0AAAAAAJABAAAAAgQCABBTeW1ib2wAAODZ/XROUTpO/v///6USCqcAAAoAAAAAAAQAAAAtAQAACAAAADIKPwGcCQEAAAAoABwAAAD7Ak7+vQAAAAAAkAEAAAACBAIAEFN5bWJvbAAA4Nn9dE5ROk7+////aBIK8AAACgAAAAAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCj8BJAsBAAAAKQAcAAAA+wJg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///6USCqgAAAoAAAAAAAQAAAAtAQAABAAAAPABAQAIAAAAMgqQAYsKAQAAAG4ACAAAADIKkAGXBwEAAABuAAgAAAAyCpABYwYBAAAAbgAIAAAAMgqQAdsDAQAAAG4ACAAAADIKkAGHAQEAAAAxAAgAAAAyCpAByAABAAAAbgAcAAAA+wLA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///3ISCnkAAAoAAAAAAAQAAAAtAQEABAAAAPABAAAIAAAAMgpAAQMKAQAAAHQACAAAADIKQAHuCAEAAABGAAgAAAAyCkABUwMBAAAAdHkIAAAAMgpAAUAAAQAAAHQAHAAAAPsCwP4AAAAAAACQAQAAAAIEAgAQU3ltYm9sAADg2f10TlE6Tv7///+lEgqpAAAKAAAAAAAEAAAALQEAAAQAAADwAQEACAAAADIKQAEICAEAAADRAAgAAAAyCkABngQBAAAALQAIAAAAMgpAAU4CAQAAAD15HAAAAPsCYP8AAAAAAACQAQAAAAIEAgAQU3ltYm9sAADg2f10TlE6Tv7///9yEgp6AAAKAAAAAAAEAAAALQEBAAQAAADwAQAACAAAADIKkAEuAQEAAAArABwAAAD7AsD+AAAAAAAAkAEBAAACBAIAEFN5bWJvbAAA4Nn9dE5ROk7+////pRIKqgAACgAAAAAABAAAAC0BAAAEAAAA8AEBAAgAAAAyCkABygYBAAAAZHkIAAAAMgpAAW0FAQAAAGEACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0A2S4AigAAAAoAahJm2S4AigABAAAAuOwZAAQAAAAtAQEABAAAAPABAAADAAAAAAA=) i.e., ![](data:image/x-wmf;base64,183GmgAAAAAAAIAJ4AEACQAAAABxVgEACQAAA5UBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwC4AGACRIAAAAmBg8AGgD/////AAAQAAAAwP///7X///9ACQAAlQEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wJg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///yYPCuIAAAoAAAAAAAQAAAAtAQAACAAAADIKkAHvCAEAAABuMwgAAAAyCpABlwcBAAAAbg8IAAAAMgqQAWMGAQAAAG4ACAAAADIKkAHbAwEAAABuDwgAAAAyCpABhwEBAAAAMTMIAAAAMgqQAcgAAQAAAG4zHAAAAPsCwP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAP7///9EDwqdAAAKAAAAAAAEAAAALQEBAAQAAADwAQAACAAAADIKQAFTAwEAAAB0MwgAAAAyCkABQAABAAAAdHkcAAAA+wLA/gAAAAAAAJABAQAAAgQCABBTeW1ib2wAAODZ/XS/xw2A/v///yYPCuMAAAoAAAAAAAQAAAAtAQAABAAAAPABAQAIAAAAMgpAARwIAQAAAHJ5CAAAADIKQAHKBgEAAABkDwgAAAAyCkABbQUBAAAAYQAcAAAA+wLA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAAODZ/XS/xw2A/v///0QPCp4AAAoAAAAAAAQAAAAtAQEABAAAAPABAAAIAAAAMgpAAZ4EAQAAAC0ACAAAADIKQAFOAgEAAAA9DxwAAAD7AmD/AAAAAAAAkAEAAAACBAIAEFN5bWJvbAAA4Nn9dL/HDYD+////Jg8K5AAACgAAAAAABAAAAC0BAAAEAAAA8AEBAAgAAAAyCpABLgEBAAAAKw8KAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQBfLgCKAAAACgAkDmZfLgCKAAEAAAC47BkABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==)
6. Increment the iteration counter. Test for convergence as ![](data:image/x-wmf;base64,183GmgAAAAAAAEAKIAIBCQAAAABwVgEACQAAAykCAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCIAJAChIAAAAmBg8AGgD/////AAAQAAAAwP///7X///8ACgAA1QEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wJO/r0AAAAAAJABAAAAAgQCABBTeW1ib2wAAODZ/XT92QCV/v///48PCqIAAAoAAAAAAAQAAAAtAQAACAAAADIKXwEbAQEAAAAoABwAAAD7Ak7+vQAAAAAAkAEAAAACBAIAEFN5bWJvbAAA4Nn9dP3ZAJX+/////Q8KRAAACgAAAAAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCl8BdQIBAAAAKQAcAAAA+wJO/r0AAAAAAJABAAAAAgQCABBTeW1ib2wAAODZ/XT92QCV/v///48PCqMAAAoAAAAAAAQAAAAtAQAABAAAAPABAQAIAAAAMgpfAZUEAQAAACgQHAAAAPsCTv69AAAAAACQAQAAAAIEAgAQU3ltYm9sAADg2f10/dkAlf7////9DwpFAAAKAAAAAAAEAAAALQEBAAQAAADwAQAACAAAADIKXwF6BwEAAAApeQgAAAD6AgAAEAAAAAAAAAAEAAAALQEAAAUAAAAUAksASAAFAAAAEwLVAUgABQAAABQCSwDdBwUAAAATAtUB3QccAAAA+wLA/gAAAAAAAJABAQAAAgQCABBTeW1ib2wAAODZ/XT92QCV/v///48PCqQAAAoAAAAAAAQAAAAtAQIABAAAAPABAQAIAAAAMgpgATwJAQAAAGUPHAAAAPsCwP4AAAAAAACQAQAAAAIEAgAQU3ltYm9sAADg2f10/dkAlf7////9DwpGAAAKAAAAAAAEAAAALQEBAAQAAADwAQIACAAAADIKYAFICAEAAAA8AwgAAAAyCmABHAYBAAAAKwAIAAAAMgpgAf0CAQAAAC0DHAAAAPsCwP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAP7///+PDwqlAAAKAAAAAAAEAAAALQECAAQAAADwAQEACAAAADIKYAHpBgEAAAAxAAgAAAAyCmAB/AQBAAAAdA8IAAAAMgpgAecDAQAAAEYPCAAAADIKYAGCAQEAAAB0eQgAAAAyCmABbQABAAAARjMcAAAA+wJg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v////0PCkcAAAoAAAAAAAQAAAAtAQEABAAAAPABAgAIAAAAMgqwAW0FAQAAAG4PCAAAADIKsAHzAQEAAABueQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtAI4uAIoAAAAKAEAQZo4uAIoAAgAAALjsGQAEAAAALQECAAQAAADwAQEAAwAAAAAA)

If the test satisfies the condition then stop the process else go to step ii.

Repeating this process continuously the function reaches to a local minimum point. The advantage of this method is the second order derivatives which are complex to compute are not required. However, Gauss Newton is not widely used in practice since it doesn't always converge reliably. Gauss Newton is notable for its fast convergence close to the solution, but like Newton's method, its efficiency depends on having an accurate initial guess.

**5.6.4 Newton Raphson algorithm**

This is an iterative procedure which uses the first and second derivative of the objective function to locate the minimum value. This method is deduced from Taylor series expansion. In this method a starting point is initially and then the quadratic approximation to the objective function is obtained that matches the first and second derivative values at that point. We then minimize the approximate function (quadratic function) instead of the original objective function. The minimizer of the approximate function is used as the starting point in the next step and the procedure is repeated iteratively (Edwin.K.P.Chong and Stanishlaw H.Zak, 2011). The steps of the algorithm are as follows.

1. Start with an initial guess ![](data:image/x-wmf;base64,183GmgAAAAAAAGAB4AEBCQAAAACQXgEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwC4AFgARIAAAAmBg8AGgD/////AAAQAAAAwP///7X///8gAQAAlQEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wJg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///0MPCjIAAAoAAAAAAAQAAAAtAQAACAAAADIKkAHIAAEAAABuABwAAAD7AsD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgD+////Jg8KfQAACgAAAAAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCkABQAABAAAAdHkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQB0LgCKAAAACgD5DmZ0LgCKAAAAAACI0xkABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==) which further converges to the minimum value and initialize the iteration counter to zero and convergence value![](data:image/x-wmf;base64,183GmgAAAAAAAEAFAAIBCQAAAABQWQEACQAAA00BAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAJABRIAAAAmBg8AGgD/////AAAQAAAAwP///7f///8ABQAAtwEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///+AOCg8AAAoAAAAAAAQAAAAtAQAACAAAADIK9ACABAEAAAA2ABwAAAD7AoD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgD+////tQ4K6wAACgAAAAAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCqABfAICAAAAMTAcAAAA+wIg/wAAAAAAAJABAAAAAgQCABBTeW1ib2wAACDZTHfNB+Rd/v///+AOChAAAAoAAAAAAAQAAAAtAQAABAAAAPABAQAIAAAAMgr0AAYEAQAAAC0AHAAAAPsCgP4AAAAAAACQAQAAAAIEAgAQU3ltYm9sAAAg2Ux3zQfkXf7///+1DgrsAAAKAAAAAAAEAAAALQEBAAQAAADwAQAACAAAADIKoAFqAQEAAAA9ABwAAAD7AoD+AAAAAAAAkAEBAAACBAIAEFN5bWJvbAAAINlMd80H5F3+////4A4KEQAACgAAAAAABAAAAC0BAAAEAAAA8AEBAAgAAAAyCqABKAABAAAAZTAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQDELgCKAAAACgCSDWbELgCKAAEAAAC47BkABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==).
2. Find the first order and second order derivative of ![](data:image/x-wmf;base64,183GmgAAAAAAAAAD4AEBCQAAAADwXAEACQAAAykBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwC4AEAAxIAAAAmBg8AGgD/////AAAQAAAAwP///7X////AAgAAlQEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wJM/r0AAAAAAJABAAAAAgQCABBTeW1ib2wAAODZ/XQ1yexY/v///4EOCjQAAAoAAAAAAAQAAAAtAQAACAAAADIKPwHpAAEAAAAoEBwAAAD7Akz+vQAAAAAAkAEAAAACBAIAEFN5bWJvbAAA4Nn9dDXJ7Fj+////Dg8KpQAACgAAAAAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCj8BbAIBAAAAKQAcAAAA+wJg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///4EOCjUAAAoAAAAAAAQAAAAtAQAABAAAAPABAQAIAAAAMgqQAdUBAQAAAG4zHAAAAPsCwP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAP7///8ODwqmAAAKAAAAAAAEAAAALQEBAAQAAADwAQAACAAAADIKQAFPAQEAAAB0DwgAAAAyCkABOwABAAAARhAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQCILgCKAAAACgAeEGaILgCKAAAAAAC47BkABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==) which gives the direction of descent. In case of multivariable function Jacobin and Hessian matrices are calculated.
3. Initialize a fixed step size ![](data:image/x-wmf;base64,183GmgAAAAAAAOABQAIACQAAAACxXQEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQALgARIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+gAQAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A6PASAA6bx3bAYMp22RhmRQQAAAAtAQAACAAAADIK4AExAQEAAABueRwAAAD7AoD+AAAAAAAAkAEBAAACBAIAEFN5bWJvbAB2IhUKcwgyKQDo8BIADpvHdsBgynbZGGZFBAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABHAABAAAAYXkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQBF2RhmRQAACgBHAIoBAAAAAAAAAAAE8xIABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)which gives the length of jump to the next value. The step size may be adjusted at each iteration using the line search methods to obtain faster convergence.
4. Find the next value of the design variable such that![](data:image/x-wmf;base64,183GmgAAAAAAAGAI4AEBCQAAAACQVwEACQAAA9UBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwC4AFgCBIAAAAmBg8AGgD/////AAAQAAAAwP///7X///8gCAAAlQEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wJO/r0AAAAAAJABAAAAAgQCABBTeW1ib2wAAODZ/XT92QCV/v///wYPCpoAAAoAAAAAAAQAAAAtAQAACAAAADIKPwHpAAEAAAAoABwAAAD7Ak7+vQAAAAAAkAEAAAACBAIAEFN5bWJvbAAA4Nn9dP3ZAJX+////wQ8K6AAACgAAAAAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCj8B9gMBAAAAKQAcAAAA+wJO/r0AAAAAAJABAAAAAgQCABBTeW1ib2wAAODZ/XT92QCV/v///wYPCpsAAAoAAAAAAAQAAAAtAQAABAAAAPABAQAIAAAAMgo/ATsGAQAAACgAHAAAAPsCTv69AAAAAACQAQAAAAIEAgAQU3ltYm9sAADg2f10/dkAlf7////BDwrpAAAKAAAAAAAEAAAALQEBAAQAAADwAQAACAAAADIKPwHDBwEAAAApABwAAAD7AmD/AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgD+////Bg8KnAAACgAAAAAABAAAAC0BAAAEAAAA8AEBAAgAAAAyCpABKgcBAAAAbgAIAAAAMgqQAdgBAQAAAG55HAAAAPsCwP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAP7////BDwrqAAAKAAAAAAAEAAAALQEBAAQAAADwAQAACAAAADIKQAGiBgEAAAB0AAgAAAAyCkABjQUBAAAARnkIAAAAMgpAAWUDAQAAADEACAAAADIKQAFQAQEAAAB0EAgAAAAyCkABOwABAAAARnkcAAAA+wLA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAAODZ/XT92QCV/v///wYPCp0AAAoAAAAAAAQAAAAtAQAABAAAAPABAQAIAAAAMgpAAY4EAQAAADx5CAAAADIKQAGbAgEAAAAreQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtAPguAIoAAAAKADQQZvguAIoAAQAAAGDsGQAEAAAALQEBAAQAAADwAQAAAwAAAAAA).
5. Subtract the gradient with the guess value as

![](data:image/x-wmf;base64,183GmgAAAAAAAKAMIAQACQAAAACRVgEACQAAA8MCAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCIASgDBIAAAAmBg8AGgD/////AAAQAAAAwP///6z///9gDAAAzAMAAAsAAAAmBg8ADABNYXRoVHlwZQAA4AAcAAAA+wJO/r0AAAAAAJABAAAAAgQCABBTeW1ib2wAAODZ/XROUTpO/v///2gSCkwAAAoAAAAAAAQAAAAtAQAACAAAADIKgwGDCQEAAAAoABwAAAD7Ak7+vQAAAAAAkAEAAAACBAIAEFN5bWJvbAAA4Nn9dE5ROk7+////gRIK7AAACgAAAAAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCoMBCwsBAAAAKQ4cAAAA+wJO/r0AAAAAAJABAAAAAgQCABBTeW1ib2wAAODZ/XROUTpO/v///2gSCk0AAAoAAAAAAAQAAAAtAQAABAAAAPABAQAIAAAAMgpbA84JAQAAAChHHAAAAPsCTv69AAAAAACQAQAAAAIEAgAQU3ltYm9sAADg2f10TlE6Tv7///+BEgrtAAAKAAAAAAAEAAAALQEBAAQAAADwAQAACAAAADIKWwNWCwEAAAApAAgAAAD6AgAAEAAAAAAAAAAEAAAALQEAAAUAAAAUAhACkgcFAAAAEwIQArgLHAAAAPsCwP4AAAAAAACQAQAAAAIEAgAQU3ltYm9sAADg2f10TlE6Tv7///9oEgpOAAAKAAAAAAAEAAAALQECAAQAAADwAQEACAAAADIK5gLgCwEAAAD3AAgAAAAyCkgC4AsBAAAA9xIIAAAAMgqzA+ALAQAAAPgACAAAADIKewHgCwEAAAD2AAgAAAAyCuYC7QYBAAAA5wAIAAAAMgpIAu0GAQAAAOcACAAAADIKswPtBgEAAADoeQgAAAAyCnsB7QYBAAAA5gAIAAAAMgpcA6MHAQAAANEzCAAAADIKhAHvBwEAAADRAAgAAAAyCmACngQBAAAALQAIAAAAMgpgAk4CAQAAAD0AHAAAAPsCYP8AAAAAAACQAQAAAAIEAgAQU3ltYm9sAADg2f10TlE6Tv7///+BEgruAAAKAAAAAAAEAAAALQEBAAQAAADwAQIACAAAADIKsAIuAQEAAAArDhwAAAD7AmD/AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgD+////aBIKTwAACgAAAAAABAAAAC0BAgAEAAAA8AEBAAgAAAAyCqwDvQoBAAAAbgAIAAAAMgrMAq0IAQAAADIzCAAAADIK1AFyCgEAAABuEggAAAAyCrACYwYBAAAAbgAIAAAAMgqwAtsDAQAAAG4ACAAAADIKsAKHAQEAAAAxMwgAAAAyCrACyAABAAAAbgAcAAAA+wLA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///4ESCu8AAAoAAAAAAAQAAAAtAQEABAAAAPABAgAIAAAAMgpcAzUKAQAAAHQACAAAADIKXAMgCQEAAABGeQgAAAAyCoQB6gkBAAAAdAAIAAAAMgqEAdUIAQAAAEYzCAAAADIKYAJTAwEAAAB0AAgAAAAyCmACQAABAAAAdAAcAAAA+wLA/gAAAAAAAJABAQAAAgQCABBTeW1ib2wAAODZ/XROUTpO/v///2gSClAAAAoAAAAAAAQAAAAtAQIABAAAAPABAQAIAAAAMgpgAm0FAQAAAGEACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0AeS4AigAAAAoARRJmeS4AigABAAAAuOwZAAQAAAAtAQEABAAAAPABAgADAAAAAAA=) i.e., ![](data:image/x-wmf;base64,183GmgAAAAAAAKALIAQBCQAAAACQUQEACQAAA8MCAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCIASgCxIAAAAmBg8AGgD/////AAAQAAAAwP///6z///9gCwAAzAMAAAsAAAAmBg8ADABNYXRoVHlwZQAA4AAcAAAA+wJO/r0AAAAAAJABAAAAAgQCABBTeW1ib2wAAODZ/XQ1yexY/v///yMPCgcAAAoAAAAAAAQAAAAtAQAACAAAADIKgwHHCAEAAAAoABwAAAD7Ak7+vQAAAAAAkAEAAAACBAIAEFN5bWJvbAAA4Nn9dDXJ7Fj+////+Q8KTwAACgAAAAAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCoMBTwoBAAAAKQAcAAAA+wJO/r0AAAAAAJABAAAAAgQCABBTeW1ib2wAAODZ/XQ1yexY/v///yMPCggAAAoAAAAAAAQAAAAtAQAABAAAAPABAQAIAAAAMgpbA9sIAQAAACgAHAAAAPsCTv69AAAAAACQAQAAAAIEAgAQU3ltYm9sAADg2f10NcnsWP7////5DwpQAAAKAAAAAAAEAAAALQEBAAQAAADwAQAACAAAADIKWwNjCgEAAAApAAgAAAD6AgAAEAAAAAAAAAAEAAAALQEAAAUAAAAUAhACkgcFAAAAEwIQAsUKHAAAAPsCwP4AAAAAAACQAQAAAAIEAgAQU3ltYm9sAADg2f10NcnsWP7///8jDwoJAAAKAAAAAAAEAAAALQECAAQAAADwAQEACAAAADIK5gLtCgEAAAD3DwgAAAAyCkgC7QoBAAAA9wAIAAAAMgqzA+0KAQAAAPgACAAAADIKewHtCgEAAAD2eQgAAAAyCuYC7QYBAAAA5wAIAAAAMgpIAu0GAQAAAOcACAAAADIKswPtBgEAAADoeQgAAAAyCnsB7QYBAAAA5gAIAAAAMgpJA5EIAQAAAKIACAAAADIKSQNpCAEAAACiAAgAAAAyCnEBfQgBAAAAogAIAAAAMgpgAp4EAQAAAC0ACAAAADIKYAJOAgEAAAA9ABwAAAD7AmD/AAAAAAAAkAEAAAACBAIAEFN5bWJvbAAA4Nn9dDXJ7Fj+////+Q8KUQAACgAAAAAABAAAAC0BAQAEAAAA8AECAAgAAAAyCrACLgEBAAAAKwAcAAAA+wJg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///yMPCgoAAAoAAAAAAAQAAAAtAQIABAAAAPABAQAIAAAAMgqsA8oJAQAAAG4ACAAAADIK1AG2CQEAAABuAAgAAAAyCrACYwYBAAAAbgAIAAAAMgqwAtsDAQAAAG4ACAAAADIKsAKHAQEAAAAxAAgAAAAyCrACyAABAAAAbnkcAAAA+wLA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v////kPClIAAAoAAAAAAAQAAAAtAQEABAAAAPABAgAIAAAAMgpcA0IJAQAAAHQACAAAADIKXAOtBwEAAABGAAgAAAAyCoQBLgkBAAAAdAAIAAAAMgqEAcEHAQAAAEYACAAAADIKYAJTAwEAAAB0AAgAAAAyCmACQAABAAAAdAAcAAAA+wLA/gAAAAAAAJABAQAAAgQCABBTeW1ib2wAAODZ/XQ1yexY/v///yMPCgsAAAoAAAAAAAQAAAAtAQIABAAAAPABAQAIAAAAMgpgAm0FAQAAAGEACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0AcS4AigAAAAoAgQ5mcS4AigABAAAAuOwZAAQAAAAtAQEABAAAAPABAgADAAAAAAA=)

1. Increment the iteration counter. Test for convergence as ![](data:image/x-wmf;base64,183GmgAAAAAAAEAKIAIBCQAAAABwVgEACQAAAykCAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCIAJAChIAAAAmBg8AGgD/////AAAQAAAAwP///7X///8ACgAA1QEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wJO/r0AAAAAAJABAAAAAgQCABBTeW1ib2wAAODZ/XQ1yexY/v///8APCvUAAAoAAAAAAAQAAAAtAQAACAAAADIKXwEbAQEAAAAoABwAAAD7Ak7+vQAAAAAAkAEAAAACBAIAEFN5bWJvbAAA4Nn9dDXJ7Fj+////Nw4KewAACgAAAAAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCl8BdQIBAAAAKQAcAAAA+wJO/r0AAAAAAJABAAAAAgQCABBTeW1ib2wAAODZ/XQ1yexY/v///8APCvYAAAoAAAAAAAQAAAAtAQAABAAAAPABAQAIAAAAMgpfAZYEAQAAACgAHAAAAPsCTv69AAAAAACQAQAAAAIEAgAQU3ltYm9sAADg2f10NcnsWP7///83Dgp8AAAKAAAAAAAEAAAALQEBAAQAAADwAQAACAAAADIKXwF7BwEAAAApAAgAAAD6AgAAEAAAAAAAAAAEAAAALQEAAAUAAAAUAksASAAFAAAAEwLVAUgABQAAABQCSwDeBwUAAAATAtUB3gccAAAA+wLA/gAAAAAAAJABAQAAAgQCABBTeW1ib2wAAODZ/XQ1yexY/v///8APCvcAAAoAAAAAAAQAAAAtAQIABAAAAPABAQAIAAAAMgpgAT4JAQAAAGV5HAAAAPsCwP4AAAAAAACQAQAAAAIEAgAQU3ltYm9sAADg2f10NcnsWP7///83Dgp9AAAKAAAAAAAEAAAALQEBAAQAAADwAQIACAAAADIKYAFJCAEAAAA8BwgAAAAyCmABHQYBAAAAKw4IAAAAMgpgAf0CAQAAAC0AHAAAAPsCwP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAP7////ADwr4AAAKAAAAAAAEAAAALQECAAQAAADwAQEACAAAADIKYAHqBgEAAAAxAAgAAAAyCmAB/QQBAAAAdAAIAAAAMgpgAegDAQAAAEYACAAAADIKYAGCAQEAAAB0AAgAAAAyCmABbQABAAAARgAcAAAA+wJg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///zcOCn4AAAoAAAAAAAQAAAAtAQEABAAAAPABAgAIAAAAMgqwAW4FAQAAAG4ACAAAADIKsAHzAQEAAABueQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtAGcuAIoAAAAKADoQZmcuAIoAAgAAALjsGQAEAAAALQECAAQAAADwAQEAAwAAAAAA)
2. If the test satisfies the condition then stop the process else go to step ii.

Newton’s method relies on second order derivatives i.e., Hessian matrix which contains much more information about the objective function unlike the gradient descent method which relies only on first order derivatives of the objective function, this makes the Newton’s method to be more efficient in finding the optimum value with required accuracy and it also converges faster by taking less number of iterations than the gradient descent method. If the step size is too small the objective function slowly reduces to minimum and if the step size is too large then the minimum of the function may be skipped. The step size is to be adjusted properly in such a way that it speeds up the iteration process without missing the local minimum value.

**5.6.5 Levenberg-Marquardt algorithm**

Newton’s method and conjugate gradient methods converge to local optimum in fewer iterations but the cost of each iteration is very high because of Hessian matrix. Therefore an alternative method is required to be implemented in order to overcome the disadvantage of the above methods.

The Levenberg-Marquardt (LM) algorithm is an iterative technique that locates the minimum of a multivariate function. It is a standard technique for nonlinear optimization to solve non-linear least-squares problems. The primary application of LM algorithm is least squares curve fitting problem (Manolis I. A. Lourakis, 2005). LM is a blending of steepest descent and the Gauss-Newton method and uses only first order derivative of the objective function without using the second order derivatives. In the gradient descent method, the sum of the squared errors is reduced by updating the parameters in the steepest-descent direction. In the Gauss-Newton method, the sum of the squared errors is reduced by assuming that the least squares function is locally quadratic, and finding the minimum of the quadratic. This technique uses a blending factor ![](data:image/x-wmf;base64,183GmgAAAAAAAGABwAECCQAAAACzXgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCwAFgARIAAAAmBg8AGgD/////AAAQAAAAwP///8b///8gAQAAhgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wKA/gAAAAAAAJABAQAAAgQCABBTeW1ib2wAACDZTHeF9O3F/v///+gQCikAAAoAAAAAAAQAAAAtAQAACAAAADIKYAE0AAEAAABseQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtAAAuAIoAAAAKAIgOZhsuAIoA/////7jsGQAEAAAALQEBAAQAAADwAQAAAwAAAAAA)which determines the shift between of the two methods. When the current solution is far from the correct one, the algorithm behaves like a steepest descent method. The slow, but guaranteed to converge update equation is![](data:image/x-wmf;base64,183GmgAAAAAAAGAJIAIBCQAAAABQVQEACQAAA+UBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCIAJgCRIAAAAmBg8AGgD/////AAAQAAAAwP///6f///8gCQAAxwEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wJO/r0AAAAAAJABAAAAAgQCABBTeW1ib2wAAODZ/XS/xw2A/v///2UPCm0AAAoAAAAAAAQAAAAtAQAACAAAADIKfwF/BQEAAAAoABwAAAD7Ak7+vQAAAAAAkAEAAAACBAIAEFN5bWJvbAAA4Nn9dL/HDYD+////bw4KRgAACgAAAAAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCn8BDQcBAAAAKXkcAAAA+wLA/gAAAAAAAJABAQAAAgQCABBTeW1ib2wAAODZ/XS/xw2A/v///2UPCm4AAAoAAAAAAAQAAAAtAQAABAAAAPABAQAIAAAAMgqAAV4IAQAAAHIPCAAAADIKgAHcBQEAAABsABwAAAD7AmD/AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgD+////bw4KRwAACgAAAAAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCtMA1AcBAAAAMXkIAAAAMgrQAdoDAQAAAG4PCAAAADIK0AGGAQEAAAAxAAgAAAAyCtAByAABAAAAbgAcAAAA+wLA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///2UPCm8AAAoAAAAAAAQAAAAtAQAABAAAAPABAQAIAAAAMgqAAVIDAQAAAHQPCAAAADIKgAFAAAEAAAB0DxwAAAD7AmD/AAAAAAAAkAEAAAACBAIAEFN5bWJvbAAA4Nn9dL/HDYD+////bw4KSAAACgAAAAAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCtMAfQcBAAAALTMIAAAAMgrQAS4BAQAAACsPHAAAAPsCwP4AAAAAAACQAQAAAAIEAgAQU3ltYm9sAADg2f10v8cNgP7///9lDwpwAAAKAAAAAAAEAAAALQEAAAQAAADwAQEACAAAADIKgAGQBgEAAABJAAgAAAAyCoABnQQBAAAALQ8IAAAAMgqAAU0CAQAAAD15CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0ATS4AigAAAAoAiw9mTS4AigABAAAAYOwZAAQAAAAtAQEABAAAAPABAAADAAAAAAA=). When the current solution is close to the correct solution, it becomes a Gauss-Newton method and the update equation is ![](data:image/x-wmf;base64,183GmgAAAAAAAEAJIAIBCQAAAABwVQEACQAAA90BAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCIAJACRIAAAAmBg8AGgD/////AAAQAAAAwP///6f///8ACQAAxwEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wJO/r0AAAAAAJABAAAAAgQCABBTeW1ib2wAAODZ/XS/xw2A/v///zUPCmYAAAoAAAAAAAQAAAAtAQAACAAAADIKfwGABQEAAAAoABwAAAD7Ak7+vQAAAAAAkAEAAAACBAIAEFN5bWJvbAAA4Nn9dL/HDYD+////nw8KaQAACgAAAAAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCn8B3AYBAAAAKXkcAAAA+wLA/gAAAAAAAJABAQAAAgQCABBTeW1ib2wAAODZ/XS/xw2A/v///zUPCmcAAAoAAAAAAAQAAAAtAQAABAAAAPABAQAIAAAAMgqAAS0IAQAAAHIPHAAAAPsCYP8AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAP7///+fDwpqAAAKAAAAAAAEAAAALQEBAAQAAADwAQAACAAAADIK0wCjBwEAAAAxAAgAAAAyCtAB2wMBAAAAbg8IAAAAMgrQAYcBAQAAADEPCAAAADIK0AHIAAEAAABuABwAAAD7AsD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgD+////NQ8KaAAACgAAAAAABAAAAC0BAAAEAAAA8AEBAAgAAAAyCoABUwMBAAAAdHkIAAAAMgqAAUAAAQAAAHQPHAAAAPsCYP8AAAAAAACQAQAAAAIEAgAQU3ltYm9sAADg2f10v8cNgP7///+fDwprAAAKAAAAAAAEAAAALQEBAAQAAADwAQAACAAAADIK0wBMBwEAAAAtAAgAAAAyCtABLgEBAAAAKw8cAAAA+wLA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAAODZ/XS/xw2A/v///zUPCmkAAAoAAAAAAAQAAAAtAQAABAAAAPABAQAIAAAAMgqAAd0FAQAAAEgzCAAAADIKgAGeBAEAAAAteQgAAAAyCoABTgIBAAAAPQ8KAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQAILgCKAAAACgAcD2YILgCKAAEAAABg7BkABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==). We can use steepest descent type method until it reaches to a minimum value, then gradually switch to the quadratic rule (Richard et.al., 2011). The steps are as mentioned below.

1. Update LM algorithm equation as![](data:image/x-wmf;base64,183GmgAAAAAAAIALIAIBCQAAAACwVwEACQAAA/UBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCIAKACxIAAAAmBg8AGgD/////AAAQAAAAwP///6f///9ACwAAxwEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wJO/r0AAAAAAJABAAAAAgQCABBTeW1ib2wAAODZ/XQZ/vzY/v///2cOCm8AAAoAAAAAAAQAAAAtAQAACAAAADIKfwGABQEAAAAoABwAAAD7Ak7+vQAAAAAAkAEAAAACBAIAEFN5bWJvbAAA4Nn9dBn+/Nj+////SA4KXgAACgAAAAAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCn8BHwkBAAAAKQAcAAAA+wLA/gAAAAAAAJABAQAAAgQCABBTeW1ib2wAAODZ/XQZ/vzY/v///2cOCnAAAAoAAAAAAAQAAAAtAQAABAAAAPABAQAIAAAAMgqAAXAKAQAAAHIACAAAADIKgAHuBwEAAABsABwAAAD7AmD/AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgD+////SA4KXwAACgAAAAAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCtMA5gkBAAAAMQAIAAAAMgrQAdsDAQAAAG4ACAAAADIK0AGHAQEAAAAxAAgAAAAyCtAByAABAAAAbgAcAAAA+wLA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///2cOCnEAAAoAAAAAAAQAAAAtAQAABAAAAPABAQAIAAAAMgqAAVMDAQAAAHQACAAAADIKgAFAAAEAAAB0ABwAAAD7AmD/AAAAAAAAkAEAAAACBAIAEFN5bWJvbAAA4Nn9dBn+/Nj+////SA4KYAAACgAAAAAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCtMAjwkBAAAALQAIAAAAMgrQAS4BAQAAACsAHAAAAPsCwP4AAAAAAACQAQAAAAIEAgAQU3ltYm9sAADg2f10Gf782P7///9nDgpyAAAKAAAAAAAEAAAALQEAAAQAAADwAQEACAAAADIKgAGiCAEAAABJDggAAAAyCoABBgcBAAAAKwAIAAAAMgqAAd0FAQAAAEgACAAAADIKgAGeBAEAAAAtAAgAAAAyCoABTgIBAAAAPXkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQCHLgCKAAAACgBzDmaHLgCKAAEAAAC47BkABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==).

Here ![](data:image/x-wmf;base64,183GmgAAAAAAAKABgAECCQAAAAAzXgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgAGgARIAAAAmBg8AGgD/////AAAQAAAAwP///+b///9gAQAAZgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAAcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAACDZTHc4gi1o/v///7gSCogAAAoAAAAAAAQAAAAtAQAACAAAADIKQAE0AAEAAABIAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtAAAuAIoAAAAKAG0SZqkuAIoA/////7jsGQAEAAAALQEBAAQAAADwAQAAAwAAAAAA)is the approximation of the Hessian matrix given as ![](data:image/x-wmf;base64,183GmgAAAAAAAEAEwAECCQAAAACTWwEACQAAA/0AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCwAFABBIAAAAmBg8AGgD/////AAAQAAAAwP///6r///8ABAAAagEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wJg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///6gPClcAAAoAAAAAAAQAAAAtAQAACAAAADIK0ACXAwEAAABUShwAAAD7AsD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgD+////jw8KuQAACgAAAAAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCmABdwICAAAASkoIAAAAMgpgATsAAQAAAEhKHAAAAPsCwP4AAAAAAACQAQAAAAIEAgAQU3ltYm9sAADg2f101LGWu/7///+oDwpYAAAKAAAAAAAEAAAALQEAAAQAAADwAQEACAAAADIKYAF3AQEAAAA9AAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtAKouAIoAAAAKAA8OZqouAIoAAQAAALjsGQAEAAAALQEBAAQAAADwAQAAAwAAAAAA), J is the Jacobian matrix, λ is the damping parameter (adaptive balance between the 2 steps), I is the identity matrix and ![](data:image/x-wmf;base64,183GmgAAAAAAAIABoAECCQAAAAAzXgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCoAGAARIAAAAmBg8AGgD/////AAAQAAAAwP///yYAAABAAQAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAQAAAgQCABBTeW1ib2wAdYocCpZ4mBoA6PASAA6baXXAYGx1XgxmswQAAAAtAQAACAAAADIKAAFGAAEAAAByeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtAABeDGazAAAKAEcAigEAAAAA/////wTzEgAEAAAALQEBAAQAAADwAQAAAwAAAAAA)is the direction of descent i.e., gradient of the objective function.

1. Evaluate the error at the new design variable.
2. If the error has increased as a result the update, then retract the step (i.e. reset the value of ![](data:image/x-wmf;base64,183GmgAAAAAAAAAC4AEBCQAAAADwXQEACQAAA/0AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwC4AEAAhIAAAAmBg8AGgD/////AAAQAAAAwP///7X////AAQAAlQEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wJg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///0UOCkwAAAoAAAAAAAQAAAAtAQAACAAAADIKkAGDAQEAAAAxDwgAAAAyCpABxgABAAAAbgAcAAAA+wLA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///2MPCiEAAAoAAAAAAAQAAAAtAQEABAAAAPABAAAIAAAAMgpAAUAAAQAAAHR5HAAAAPsCYP8AAAAAAACQAQAAAAIEAgAQU3ltYm9sAADg2f10Gf782P7///9FDgpNAAAKAAAAAAAEAAAALQEAAAQAAADwAQEACAAAADIKkAErAQEAAAArDgoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtANguAIoAAAAKAEkOZtguAIoAAQAAALjsGQAEAAAALQEBAAQAAADwAQAAAwAAAAAA)to their previous values) and increase ![](data:image/x-wmf;base64,183GmgAAAAAAAGABwAECCQAAAACzXgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCwAFgARIAAAAmBg8AGgD/////AAAQAAAAwP///8b///8gAQAAhgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wKA/gAAAAAAAJABAQAAAgQCABBTeW1ib2wAACDZTHeyR3KB/v///+gSCjUAAAoAAAAAAAQAAAAtAQAACAAAADIKYAE0AAEAAABseQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtAAAuAIoAAAAKACYTZmAuAIoA/////2DsGQAEAAAALQEBAAQAAADwAQAAAwAAAAAA) by a factor of 10 or some such significant factor. Then go to (i) and try an update again.
3. If the error has decreased as a result of the update, then accept the step (i.e. keep the value of ![](data:image/x-wmf;base64,183GmgAAAAAAAAAC4AEBCQAAAADwXQEACQAAA/0AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwC4AEAAhIAAAAmBg8AGgD/////AAAQAAAAwP///7X////AAQAAlQEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wJg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///30PCs8AAAoAAAAAAAQAAAAtAQAACAAAADIKkAGDAQEAAAAxDggAAAAyCpABxgABAAAAbg4cAAAA+wLA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///2EPCpsAAAoAAAAAAAQAAAAtAQEABAAAAPABAAAIAAAAMgpAAUAAAQAAAHQPHAAAAPsCYP8AAAAAAACQAQAAAAIEAgAQU3ltYm9sAADg2f10Gf782P7///99DwrQAAAKAAAAAAAEAAAALQEAAAQAAADwAQEACAAAADIKkAErAQEAAAArDgoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtAK8uAIoAAAAKAN0OZq8uAIoAAQAAALjsGQAEAAAALQEBAAQAAADwAQAAAwAAAAAA)to their new values) and decrease ![](data:image/x-wmf;base64,183GmgAAAAAAAGABwAECCQAAAACzXgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCwAFgARIAAAAmBg8AGgD/////AAAQAAAAwP///8b///8gAQAAhgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wKA/gAAAAAAAJABAQAAAgQCABBTeW1ib2wAACDZTHeyR3KB/v///xYOCjgAAAoAAAAAAAQAAAAtAQAACAAAADIKYAE0AAEAAABsAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtAAAuAIoAAAAKAMISZhEuAIoA/////7jsGQAEAAAALQEBAAQAAADwAQAAAwAAAAAA) by a factor of 10 or so.

The intuition is that if the error is increasing, it implies that quadratic approximation is not working well and we are not likely to be a minimum, so we should increase ![](data:image/x-wmf;base64,183GmgAAAAAAAGABwAECCQAAAACzXgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCwAFgARIAAAAmBg8AGgD/////AAAQAAAAwP///8b///8gAQAAhgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wKA/gAAAAAAAJABAQAAAgQCABBTeW1ib2wAACDZTHeyR3KB/v///+gSCjUAAAoAAAAAAAQAAAAtAQAACAAAADIKYAE0AAEAAABseQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtAAAuAIoAAAAKACYTZmAuAIoA/////2DsGQAEAAAALQEBAAQAAADwAQAAAwAAAAAA) in order to blend more towards simple gradient descent. Conversely, if error is decreasing, our approximation is working well, which implies that we are getting closer to a minimum so ![](data:image/x-wmf;base64,183GmgAAAAAAAGABwAECCQAAAACzXgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCwAFgARIAAAAmBg8AGgD/////AAAQAAAAwP///8b///8gAQAAhgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wKA/gAAAAAAAJABAQAAAgQCABBTeW1ib2wAACDZTHeyR3KB/v///+gSCjUAAAoAAAAAAAQAAAAtAQAACAAAADIKYAE0AAEAAABseQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtAAAuAIoAAAAKACYTZmAuAIoA/////2DsGQAEAAAALQEBAAQAAADwAQAAAwAAAAAA) is decreased to bank more on the Hessian.

The LM algorithm is more robust than the Gauss Newton algorithm (GNA), which means that in many cases it finds a solution even if it starts from value having large offset from the final minimum unlike GNA which performs well only if the initial guess is close to the correct value. For well-behaved functions and reasonable starting parameters, the LM algorithm tends to be a bit slower than the GNA. LM algorithm can also be viewed as Gauss–Newton using a trust region approach.

**5.6.6 Genetic Algorithm**

Genetic Algorithm (GA) is a stochastic global search optimization method associated with high probability to reach a global maxima or minima solution where as in case of other methods they stuck to the local maxima or minima. The main application of GA is to search global maxima and minima for any complex problems like discrete, non-differentiable or the function with any other features. GA is more powerful and efficient than the existing algorithms even though they do not require any derivative information about the objective function. They operate on design variable instead of objective function and start with an initial population which may generated random or seeded by other heuristics. Then select parents from this population for mating. Then apply crossover and mutation operators on the parents to generate new off springs. And finally these off springs replace the existing individuals in the population and the process repeats. In this way genetic algorithm tries to mimic the human evolution to some extent.

Some of the advantages of GA (D.E.Goldberg, 1989) which made them to be popular algorithm are:

1. GAs work with a coding of the parameter set, not with the parameters themselves.
2. GAs search from a population of points and not from the single point.
3. GAs use objective information and they do not require any derivatives or other auxiliary knowledge.
4. GAs use probabilistic transition rules and not deterministic rules.

The step wise procedure to implement the GA is given below.

1. Start the process by initializing the population of strings at random and then they are concatenated to form chromosome. The size of the population depends on the length of the string. GA can solve up to 10 individual variables.
2. The objective function i.e., fitness function is evaluated and the fitness function value is tested with each chromosome in the population to find out about how well each chromosome can better solve the problem.
3. Reproduction is a step in which selection of chromosomes is done from the current population. It forms a new population with the same total number of chromosomes. Higher fitness value implies high probability of selection of chromosome for the next generation.
4. Reproduction selects good chromosomes and ranks the chromosomes from highest fitness value to lowest fitness value, but does not create new chromosomes. A crossover operator swaps two chromosomes to create two new better offspring chromosomes. The total number of newly generated offspring should be equal to the initial population.
5. Mutation flips the bits from 0 to 1 or vice versa depending on the probability value. This helps the algorithm by maintaining diversity in the population which leads to convergence of GA to reach the global optimum instead of sticking at the local optimum.
6. Go to step ii and evaluate the newly generated population. Repeat the process until the chromosomes best fits with the fitness value and does not change for next generations (Godfrey and Babu, 2004).

**5.7 Conclusions**

ANN is a technique for solving problems by constructing software that works like human brain. It is composed of many artificial neurons (simple processing units) that are linked together according to specific network architecture. The artificial neurons are simplified models of their biological counterparts. The objective of the ANN is to transform the inputs into meaningful outputs. From technical and biological viewpoint, there are two basic reasons why the realtime world is interested in building ANNs: i) Some problems such as character recognition or the prediction of future states of a system require massively parallel and adaptive processing and ii) ANNs can be used to replicate and simulate components of the human brain, thereby giving an insight into natural information processing. ANN predicts the unknown random variable from the experimental data that are statistically related to the hidden variables of interest. The important features of ANN which makes it be popularly used are: i) it can compute any computablefunction, by the appropriate selection of the network topology and weights; ii) learn from experience specifically, by trial‐and‐error. The main factors that affect the performance of ANNs are: selection of transfer function, size of training sample, network topology, and weights adjusting algorithm (learning or optimisation techniques). In this chapter, a three layer feed forward network along with the weight updation using back propagation technique has been presented and derivations of various learning algorithms (Gradient descent, Conjugate gradient, Gauss Newton, Newton Raphson, Levenberg-Marquardt, Genetic) and applications to ANN have been are presented in detail. These learning algorithms have subsequently been used in chapter 6 for developing and implementing various ANN models for predicting the strength characteristics of SIFCON.